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Editorial: 

We cordially invite you to attend the International Conference on Emerging Trends in 

Engineering and Technology (ICET-15), which will be held in Hotel Aiswarya, Trivandrum on 

November 22, 2015.  The main objective of ICET-15 is to provide a platform for researchers, 

engineers, academicians as well as industrial professionals from all over the world to present 

their research results and development activities in Electronics, Mechanical, Electrical, Computer 

Science and Information Technology. This conference provides opportunities for the delegates to 

exchange new ideas and experience face to face, to establish business or research relations and to 

find global partners for future collaboration.  

These proceedings collect the up-to-date, comprehensive and worldwide state-of-art knowledge 

on software engineering, computational sciences and computational science application. All 

accepted papers were subjected to strict peer-reviewing by 2-4 expert referees. The papers have 

been selected for these proceedings because of their quality and the relevance to the conference. 

We hope these proceedings will not only provide the readers a broad overview of the latest 

research results on Electrical, Electronics, Mechanical, Computer Science and Information 

Technology but also provide the readers a valuable summary and reference in these fields.  

The conference is supported by many universities and research institutes. Many professors plaid  

an important role in the successful holding of the conference, so we would like to take this 

opportunity to express our sincere gratitude and highest respects to them. They have worked very 

hard in reviewing papers and making valuable suggestions for the authors to improve their work. 

We also would like to express our gratitude to the external reviewers, for providing extra help in 

the review process, and to the authors for contributing their research result to the conference. 

Since April 2015, the Organizing Committees have received more than 120 manuscript papers, 

and the papers cover all the aspects in Electronics, Computer Science and Information 

Technology. Finally, after review, about 10 papers were included to the proceedings of ICET- 

2015. 

We would like to extend our appreciation to all participants in the conference for their great 

contribution to the success of International Conference 2015. We would like to thank the keynote 

and individual speakers and all participating authors for their hard work and time. We also 

sincerely appreciate the work by the technical program committee and all reviewers, whose 

contributions make this conference possible. We would like to extend our thanks to all the 

referees for their constructive comments on all papers; especially, we would like to thank to 

organizing committee for their hard work.  
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Abstract— With the rapid increase in the medical field it is important to keep the details of the patients and using them for the 

further analysis of the diseases. For keeping the medical data secure hospitals in all over the world is using EPR and EHR. So in 

order to give an alternative for that hiding the related data of patients by using the digital image watermarking. There are different 

ways for doing it, but selecting DCT and trying to compare the performance analysis between DCT with using Fuzzy Logic and 

DCT by block processing. We need to send the data regarding the patients from one place to another by means of internet or any 

other transfer medium for making some critical judgment.  There is a possibility of affecting noise. So trying to analyze the effect of 

noise in different methods and finding which one is robust against noise. 

  

Keywords— DCT, EPR, FIS, PSNR & MSE, HVS 

 

 

I. INTRODUCTION 

Medical images require special safety and 

confidentiality because critical judgment is done on the 

information provided by medical images.  It is important 

that the integrity and confidentiality of medical data is a 

serious topic for ethical and legal reasons. Watermarking is 

a budding technology that is capable of assisting this aim. 

Encoding an identifying code into digitized music, video, 

picture, or other file is known as a digital watermark. 

Watermarking [2] is the process of embedding a message 

data (watermark) such as a secret image, audio or video into 

another data (Cover object) which is visible to the public. In 

case of Blind Watermarking technique [4] the secret 

message image is invisible. Digital watermarking can be 

classified into image watermarking, video watermarking and 

audio watermarking according to the range of application. 

The current digital watermarking schemes mainly focus on 

image copyright protection [2]. Due to the transferring of 

the images and data there is a possibility of affecting noises 

in the images [5]. So the images we getting may face some 

distortions or the clarity problem and also the missing data 

in the  watermark is crucial. 

Due to all these we are not able to analyze properly 

and the decisions we are making may become false. So we 

need a better technique for doing the digital image 

watermarking.This watermarking algorithms can use any 

applications where the privacy of the data is of main 

concern. It can be used in any system which uses  

 

 

 

confidential data to be passed between the users. 

As in case of medical applications (EPR) [3] and also for 

keeping the details of the persons in any organization we 

can use this method. 

 

Remaining part of the paper is organized as 

follows. The state of art is discussed in chapter 2 where a 

closer look to the existing methods can be done. Chapter 3 

explains the system development that can be followed to 

implement the noise analysis and robustness measures. 

Chapter 4 gives a description about the results obtained. 

Chapter 5 explains the conclusion of the study and its 

related future work suggestions. 

 

II. REVIEW OF RELATED LITERATURES 

A). Digital Watermarking Techniques 

A watermarking algorithm embeds watermark in 

different kind of data like, text, audio, video etc.. The 

embedding process is done by use of a private key which 

decided the locations within the multimedia object (image) 

where the watermark would be embedded. Once the 

watermark is embedded it can happens several attacks 

because the online object can be digitally processed. The 

attacks can be unintentional Hence the watermark has to be 

very robust against all attacks which is possible [5]. When 

the owner wants to check the watermarks in the attacked and 

damage multimedia object, she/he depends on the private 

key that was used to embed the watermark. Using the 

secrete key, the embedded watermark can be detected. This 
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detected watermark may or may not combine the original 

watermark because the image might have been attacked. 

Hence to validate the presence of watermark, the original 

data  is used to compare and extract the watermark signal 

(non -blind watermarking) or a correlation method is used to 

detect the strength of the watermark signal from the 

extracted watermark (Blind watermarking). In the 

correlation, detected watermark from the original data is 

compared with the extracted watermark 

B). Discrete Cosine Transform 

Transformation of an image is needed to get more 

information about the image and to reduce the 

computational complexity. DCT [1] is a transformation 

technique for converting a signal into elementary frequency 

components. In DCT [1], most of the information (dc-

coefficient) is present in the first pixel. DCT like a Fourier 

Transform, it represents data in terms of frequency space 

rather than an amplitude space. This is useful because that 

corresponds more to the way humans perceive light, so that 

the part that are not perceived can be identified and thrown 

away. DCT based watermarking techniques are robust 

compared to spatial domain techniques. Such algorithms are 

robust against simple image processing operations like low 

pass filtering, brightness and contrast adjustment, blurring 

etc. However, they are difficult to implement and are 

computationally more expensive. At the same time they are 

weak against geometric attacks like rotation, scaling, 

cropping etc. DCT [1] domain watermarking can be 

classified into Global DCT watermarking and Block based 

DCT watermarking. Embedding in the perceptually 

significant portion of the image has its own advantages 

because most compression schemes remove the perceptually 

insignificant portion of the image.[1] 

C). Electronic Patient Record 

An electronic patient record (EPR) [3] is a 

systematic collection of electronic health information about 

an individual patient or population. It is a record in digital 

format that is theoretically capable of being shared across 

different health care settings. In some cases this sharing can 

occur by way of network-connected, enterprise-wide 

information systems and other information networks or 

exchanges. EPRs[3] may include a range of data, including 

medical history, medication and allergies, immunization 

status, laboratory test results, radiology images, personal 

statistics like age and weight, and billing information. It 

allows for an entire patient history to be viewed without the 

need to track down the patient‘s previous medical record 

volume and assists in ensuring data is accurate, appropriate 

and legible.  

 

D). Human Visual System 

Here dealing HVS [3], human visual system in 

watermarking. The watermark‘s invisibility issue is tackled 

by the embedding depth. Uniform areas of the image are 

very sensitive to watermark addition so they only support 

extremely small embedding depth. Whereas edge areas, for 

instance, support deeper watermark addition. Contrast as a 

measure of relative variation of luminance for periodic 

pattern. Contrast as a measure of relative Variation of 

luminance for periodic pattern. Contrast is the difference 

in luminance and/or color that makes an object (or its 

representation in an image or display) distinguishable. In 

visual of the real world, contrast is determined by the 

difference in the color and brightness of the object and other 

objects within the same field of view. Because the human 

visual system is more sensitive to contrast than 

absolute luminance, we can perceive the world similarly 

regardless of the huge changes in illumination over the day 

or from place to place. The maximum contrast of an image 

is the contrast ratio or dynamic range.[3] 

 

E). Fuzzy Interference System 

Mamandi Fuzzy Interference systems are 

computing frameworks based on the concept of fuzzy set 

theory. Its success is mainly due to their closeness to human 

perception and reasoning and simplicity. These are the 

important factors for acceptance and usability of system. 

This GUI tool allows editing the highest level features of the 

fuzzy inference system, such as the number of input and 

output variables, the defuzzification method used, and so on. 

FIS systems have three main blocks: Input, Rule base and 

Output. The core of the FIS is its rule base (knowledge 

base), which is expressed in terms of fuzzy rules and allows 

for approximate reasoning. In this method the FIS and the 

HVS combined are used to adjust the watermarking 

strength. [6] 

 

 

 

Fig 1.  Scheme of Fuzzy Interference System 

 

F). Psnr & Mse 

The Mean Square Error (MSE) [5] [8] and the Peak 

Signal to Noise Ratio (PSNR) [5][ 8] are the two error 

metrics used to compare image compression quality. The 

MSE means the cumulative squared error between the 

compressed and the original image, whereas PSNR denotes 

a measure of the peak error. To compute the PSNR, the 

block first calculates the mean-squared error. This ratio is 

used as a quality measurement benchmark between the 

original and a compressed image. The MSE [5] represents 

the cumulative squared error between the compressed and 

the original image, whereas PSNR represents a measure of 

the peak error. The lower the value of MSE, the lower will 

be the error.  

 

Input Rule base Output 
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III. SYSTEM DEVELOPMENT 

 

Proposed research is doing in MATLAB. There are 

different ways to perform watermarking using DCT 

operation, for applying digital watermarking such as block 

processing. Selected method is block processing for doing 

ordinary DCT transform and for watermarking with the help 

of FIS [6] system. After embedding and retrieving back the 

watermark for checking the robustness of the method doing 

some common noise analysis steps. Noise analysis is done 

by subjecting the watermarked image to cropping of 

different size, rotating to different angles and applying 

compression of different levels. Then trying to extract the 

watermark from that and by analysing the performance we 

decide which one is the better method. And as the final 

process making them easy to handle for the users by using 

GUI tool. 

 

A). Watermark Embedding Using Block Processing Dct 

 For embedding and extraction of watermark make 

the cover image into 8×8 block and performing DCT [1] 

using block processing. For embedding the watermark by 

using ordinary DCT, after resizing the image insert the 

corresponding binary equivalent of text value to the block. 

We are choosing key as the position of watermark 

embedding pixel. For ordinary DCT [1 ]choosing the ‗α‘ 

value a constant all the time, commonly taking as the mean 

value of the pixels. In watermarking using ordinary DCT [1]  

chose α value as a constant ranging from 0 to 1. Commonly 

taking α as the mean value. And according to the rules 

shown in the flowchart we are doing watermark embedding. 

In this approach we are not considering about the features of 

image in corresponding block. Another type of block 

processing embedding is done with the usage of LSB 

algorithm. In that embedding the watermark in to the least 

significant bit. One more approach is also available that is 

embedding in the mean value of the pixel [2]. We are 

adopted that technique, here we are taking embedding 

strength as a mean value. If we are selecting a low value 

then watermark will become more visible. If we take a high 

value such as edges values then attacks such as compression 

and resizing is affecting more in this parts. That is why we 

are selected mean value as the embedding strength and the 

embedding is done at the middle value of the 8×8 block. So 

in this approach we are using two keys for the embedding. 

One as the position number of the pixels, and another as the 

no of symbols we are embedding. 

 

B). Watermark Embedding With Fis 

  We perform DCT with the help of FIS for 

improving the quality of the watermarked image. So instead 

of taking ‗α‘ a constant value, calculating the value of ‗α‘ 

according to the character of each block of the image. We 

are choosing the properties of the images such as ‗entropy, 

correlation, homogeneity, contrast and energy‘. Formulating 

some rules with the help of FIS with the suitability of HVS  

[3]system. In DCT time to frequency transformation is done. 

Now the watermarked image we get by converting it to time 

domain. For extraction process just does the reverse 

operation of the above for both types. Noise analysis is done 

by subjecting the watermarked image to cropping of 

different size, rotating to different angles and applying 

compression of different levels. Then trying to extract the 

watermark from that and by analysing the performance we 

decide which one is the better method. And as the final 

process making them easy to handle for the users by using 

GUI tool. 

 

For the case of watermarking with the help of FIS 

choose α value according to the nature of the particular 

image block. This value varying with the difference in the 

property of the image block. Choosing of this doing with the 

help of FIS [6] toolbox. Here created some rule for finding 

out the embedding strength of different image blocks by 

providing input as ‗entropy, correlation, energy, 

homogeneity and contrast‘. We are defining some rules in 

the rule base according to the HVS [3]. FIS toolbox [6] itself 

finding out the different values of embedding strength 

according to the rules we created.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        

 

Fig 2. Watermark embedding process 

 

C). Rules For The Fis Rule Base 

Angular second moment, a measure of 

homogeneity of an image. The higher the value of this 

Host image 

Block DCT 

decomposition 

Choice of two 

coefficients of each 

block (key) 

Choose α 

value 

Apply +α to the first 

coefficient and   -α to the 

second coefficient 

Apply -α to the first 

coefficient and   +α to 

the second coefficient 

 

Inverse of block DCT 

decomposition 

Read EPR and 

make it into vector 

M(i) 

M(i)=0 

Watermarked 

image 
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indicates that the intensity varies less in an image. So we 

need to make embedding strength as low. Contrast is the 

measure of local variation in an image. A high value of 

contrast indicates a high degree of local variation. So a high 

value of embedding strength can use. Correlation is a 

measure of linear dependency of intensity values in an 

image. An image with large area of similar intensity 

correlation is high. So for a higher value of correlation we 

need to make embedding strength low. Energy or variance 

indicates the variation of image intensity values. For an 

image with identical intensity the energy would be 

negligible. So for higher value of energy a high value of 

embedding strength is desirable. Entropy is an indication of 

the complexity within an image. A complex image produces 

a high entropy value. For higher entropy value a lower 

embedding strength is suitable.  All these conditions are 

accordance with the HVS [3]system also. Based on all these 

condition we made some rules for the FIS [6] system and by 

trial and error method we defined some range of values as 

the minimum values average values and maximum values so 

on. Also we defined the output as embedding strength and 

defined a set of values as high, low and medium. So for 

every cover image according to these criteria‘s the FIS 

system will itself decide the embedding strength. 

 

TABLE 1. RULES FOR FIS RULE BASE 

H E V CR CT ES OP 

high 
  high  low OR 

 
high high  high high     ‖ 

high 
    low     ‖ 

 
    low     ‖ 

 
    high     ‖ 

 
  low  high      ‖ 

high 
  low  medium AND 

low 
  high  medium    ‖ 

 
high low  low medium   ‖ 

 
low high  low medium    ‖ 

 
low low  high medium    ‖ 

(H= Homogeneity, E= Entropy, V= Variance, CR= 

Correlation, CT= Contrast, ES= Embedding Strength, OP= 

Operation) 

D). Watermark Detection 

We use the same technique for detection of both 

methods. In this we are using semi blind watermarking for 

the retrieval, i.e., we are retrieving only the embedded 

message, here the details of the patient. We are not using the 

cover image for the further process. Using the same key for 

detection also that is the position no of the pixels where we 

added the message and the no of characters we are 

embedded. Here the key for both embedding and extraction 

is known to both end users.  Following flowchart explains 

the concept behind the detection process. [7] 

 

 

 

         

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. Watermark detection process 

 

 

 

 

 

E). Robustness Measure  

1. PSNR Measure 

Calculate correlation between 

M(i) and M‘(i) 

Original 

watermark M(i) 

Block DCT 

decomposition 

Use the same key when 

embedding 

C1(i, j)> 

C2(i, j) 

M(i)=0 M(i)=1 

A binary vector M‘(i) dimension equal to the no of 

blocks in the image watermarked 

Watermark extracted 

M‘ (i) 
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The most popular distortion measures in the image 

field are the Signal-to-Noise Ratio (SNR) and the Peak 

Signal-to-Noise Ratio (PSNR). They are usually measured 

in decibels, i.e., ―dB‖: The higher value of PSNR indicates 

noise content is lesser r the signal amount is higher. When 

comparing the two methods watermarking with FIS [7] 

offers a higher PSNR value than the other. So it is clear that 

the technique using FIS is more robust against noise. [5] [8] 

 

2). Compression measure 

 Another attack is the JPEG compression attack. If 

the watermarked image is not already in JPEG format, the 

attacker can simply convert the watermarked image into a 

JPEG, varying the ―quality factor‖ of JPEG compression to 

as low as he can before the features he needs on the image 

deteriorates. Even if the watermarked image is already a 

JPEG, the attacker can resave as a JPEG using a lower 

quality factor. This attack is a simple one without the need 

for complicated image processing software and many image 

viewers is able to save JPEG files using different quality 

factors. Because of how common and easy the JPEG attack 

is, resistance to JPEG compression is treated as the most 

important criteria in this assessment of robustness. In the 

medical field, the compression rate is constantly a 

discussion subject because of the importance of the medical 

information. In order to perform this experiment, the 

watermarked image was compressed using different quality 

factors 90%, 70%, 50%, 30% and 10%.[5] [8] 

 

IV. RESULTS AND DISCUSSIONS 

 The proposed project aims to implement detailed 

study of watermarking techniques using DCT and the DCT 

with the help of FIS [6] ,and the performance analysis of 

them including noise analysis. Watermarking and retrieving 

of EPR [3] in the form of text is done with ordinary DCT [1] 

block processing and also with the help of FIS system. 

Calculated the PSNR [5] [8] value of both the output for the 

comparison. Made it easy to show the result with the help of 

GUI. For finding the robustness of the method analysed the 

performance of both techniques with the normal attacks 

such as compression. 

 Figure 4. Shows the first GUI and we can select the 

cover image from the file by clicking the pushbutton. And 

there is a column for entering the details of the patient. In 

Figure 5 shows the output after doing the retrieval also. 

From the above fig it is clear that the watermarking with the 

aid of FIS [6] system is offering more quality than the other 

technique. Figure 6 shows the performance evaluation of 

both techniques. A comparison is made between the two 

watermarked images according to the performance of both 

with different quality factor. The analysis is done based on 

the compression attack. If one image is sending  through 

some medium such as internet there is a possibility of 

changing the nature of the file by 

addition of some noise such as compression and rotation. In 

this scheme we are conscious abut the position of the pixels 

so we used a simple Gaussian filter for not losing the 

content    

 

 
 

Fig 4. GUI before showing the results 

 

 

Fig 5. Final GUI showing results 
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A). Delimitations Of The Study 

 Complicated mathematical analysis is doing for the 

comparison of different techniques so image 

enhancing is not possible up to 100%. 

 Due to security problems not able to do the project 

with exact DICOM [3] images. 

 
 

Figure 6. Performance comparison of two methods against 

compression for different quality factors  

 

V. CONCLUSIONS AND FUTURE SCOPE 

 

In this thesis tried to present a approach of blind 

watermarking scheme used in medical images that is robust 

some attacks. The FIS [7] and the HVS [3] combined are 

used to adjust the watermarking strength that can be 

embedded without noticeably degrading the quality of the 

image. The watermark is embedded into the mid-band 

frequency range of the image after being transformed by the 

Discrete Cosine Transform  [1] (DCT). As a result, the 

watermark is more robust and imperceptible. The fuzzy 

inference [7] system is able to directly provide the power 

level to use, instead of the current iterative process. It is an 

improved technique for watermarking images. As future 

work; implement the new algorithm in order to obtain less 

degradation in the watermarked image and obtain better 

accuracy in the recovered watermark. Also in this the 

amount of data we can embed is depending upon the size f 

the cover image. So a better method can implement for 

embedding more details. From the study it is clear that the 

watermarking using DCT [1]  with the help of FIS [7] is 

offering high performance than using ordinary block 

processing DCT by providing better PSNR [5] [8] value 

without degrading the quality of the image. The study also 

shows that the method is robust to compression attacks. The 

robustness is better than the method ordinary block 

processing DCT. This technique implemented to minimize 

the compression attack and improve the quality of 

watermarked image according to HVS [3 ]system  
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Abstract – For many years remote sensing images have played an important role in almost all fields such as meteorology, 

agriculture, geology, education etc. As the rising demand for high quality remote sensing images, contrast enhancement techniques 

are required for better visual perception and color reproduction. In this paper we explained some new enhancement techniques 

which use dominant brightness level analysis and adaptive intensity transformation with discrete wavelet transform and dual tree 

complex wavelet transform, DTCWT with principal component analysis (PCA), and a mathematical method for knee correction. 

Although various histogram equalization methods are proposed in the literature. They tend to degrade the overall image quality by 

exhibiting saturation artifacts in both low- and high- intensity layers. The proposed algorithms overcome this problem. In one 

method the DWT is performed first and then decompose the LL subband into low- middle-high- intensity layers using log-average 

luminance. Intensity layer transfer functions are adaptively estimated by using knee transfer function and the gamma adjustment 

function based on dominant brightness level on each layer .After the intensity transformation the enhance image is get back by 

taking Inverse DWT. We can do the decomposition using DTCWT in second method for better result. The contrast enhancement is 

performed with PCA and alternate knee correction method along with DWT and DTCWT for better results. The performance of 

every method is evaluated with parameters such Mean Square Error (MSE), Measure of Enhancement (EME), Peak Signal to 

Noise Ratio (PSNR) and Mean Absolute Error (MAE). 

 

Index Terms— Adaptive intensity transfer function, contrast enhancement, discrete wavelet transform (DWT), dominant 

brightness level analysis, dual tree complex wavelet transform (DTCWT), remote sensing. 
 

I. INTRODUCTION 

  Image enhancement techniques improve the 

quality of an image as perceived by a human. The aim of 

image enhancement is to improve the interpretability or 

perception of information in images for human viewers, or 

to provide better input for other automated image processing 

techniques. These techniques are most useful because many 

satellite images when examined on a colour display give 

inadequate information for image interpretation. There is no 

conscious effort to improve the fidelity of the image with 

regard to some ideal form of the image. There exists a wide 

variety of techniques for improving image quality. The 

contrast stretch, density slicing, edge enhancement, and 

spatial filtering are the more commonly used techniques. 

Image enhancement is attempted after the image is corrected 

for geometric and radiometric distortions. The proposed 

paper introduces some new methods for contrast 

enhancement. 

Histogram equalization (HE) [1] has been the most 

popular approach to enhancing the contrast in various 

application areas such as medical image processing, object  

 

tracking, speech recognition, etc. HE-based methods cannot, 

however, maintain average brightness level, which may 

result in either under- or oversaturation in the processed 

image. For overcoming these problems, bi-histogram 

equalization (BHE) [2] method have been proposed by using 

decomposition of two subhistograms. For further 

improvement, the recursive mean-separate HE (RMSHE) 

[3] method iteratively performs the BHE and produces 

separately equalized subhistograms. However, the optimal 

contrast enhancement cannot be achieved since iterations 

converge to null processing. And  also proposed a modified 

HE method which is based on the singular-value 

decomposition of the LL subband of the discrete wavelet 

transform (DWT) [4] [5] . In spite of the improved contrast 

of the image, this method tends to distort image details in 

low- and high-intensity regions. 

 

In remote sensing images, the common artifacts 

caused by existing contrast enhancement methods, such as 

drifting brightness, saturation, and distorted details; need to 

be minimized because pieces of important information are 
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widespread throughout the image in the sense of both spatial 

locations and intensity levels. For this reason, enhancement 

algorithms for satellite images not only improve the contrast 

but also minimize pixel distortion in the low- and high-

intensity regions. 

 

For achieving this goal we presented three new 

methods which uses adaptive intensity transfer function [6], 

alternate knee correction and principal component analysis 

along with DWT [7] and DTCWT [8] for comparative 

study. 

 

II. IMAGE DECOMPOSITION TECHNIQUES 

 

For the given three new methods we have to first perform 

either DWT or DTCWT for image decomposition. The 

theories behind the two are given in the following 

paragraphs. 

 

A. Discrete Wavelet Transform (DWT) 

 

An image is represented as a two dimensional array 

of coefficients, each coefficient representing the brightness 

level in that point. When looking from a higher perspective, 

the coefficients cannot be differentiated as more important 

one, and lesser important one. But most natural images have 

smooth colour variations, with the fine details being 

represented as sharp edges in between the smooth 

variations. Technically, the smooth variations in colour can 

be termed as low frequency variations and the sharp 

variations as high frequency variations. The low frequency 

components constitute the base of an image and the high 

frequency components add upon them to refine the image 

thereby giving a detailed image. Hence the smooth 

variations are demanding more importance than the details. 

Separating the smooth variations and details of the image 

can be done in many ways. One such way is the 

decomposition of the image using Discrete Wavelet 

Transform (DWT)    

 DWT decomposes an image into four sub-bands:  

approximation and detailed sub-bands- horizontal, vertical, 

and diagonal. The detailed sub-bands shows variations along 

the columns (horizontal edges), rows (vertical edges), and 

diagonals (diagonal edges) respectively  As shown in Fig. 1 

at each level, approximation sub-band is decomposed into 

the above mentioned four sub-bands. A low pass filter and a 

high pass filter are chosen, such that they exactly have the 

frequency range between themselves. The filter pair is 

called the analysis filter pair. First the low pass filter is 

applied for each row of data, thereby getting the low 

frequency components of the row. Now the high pass filter 

is applied for the same row of data, and similarly the high 

pass components are separated and placed by the side of the 

low pass components. This procedure is done for all rows. 

Next, the filtering is done for each column of the 

intermediate data. The resulting two dimensional arrays of 

coefficients contain four bands of data, each labeled as LL 

(low- Low), HL (high-low), LH (Low-High) and HH (High-

High). The LL band can be decomposed once again in the 

same manner, thereby producing even more subbands. This 

can be done up to any level, thereby resulting in a pyramidal 

decomposition as shown in Fig.1. The LL band at the 

highest level can be classified as most important and the 

other detail bands can be classified as of lesser importance, 

with the degree of importance decreasing from the top of the 

pyramid to the bands at the bottom. In Fig. 1 three level 

decomposition is shown. Here, L & H represents low 

frequency and high frequency components respectively. The 

sub-band LL denotes the low frequency component of the 

image, which is the approximation sub-band of the original 

image. The sub-band HL is the low frequency component in 

horizontal direction and the high frequency component in 

vertical direction, which shows the horizontal edge in the 

original image. The sub-band LH is the high frequency 

component in horizontal direction and the low frequency 

component in vertical direction, which shows the vertical 

edge in the original image. The sub-band HH is the high 

frequency component, which manifests the diagonal edges 

in the original image. 

 

 

 

 

 

 

 

 

                               Level 1               Level 2             Level 3                                                 

 

Fig.  1.  Flow chart of the DWT decomposition 

 

  B. Dual tree complex wavelet transform (DTCWT) 

 

  There mainly some problems associated with DWT 

such as oscillations, shift variance, aliasing and lack of 

directionality. All these problems can be removed in 

DTCWT. 

The dual tree approach, which is based on two filter banks 

and two bases is shown in Fig. 2. 

 

 
    Fig. 2. 2 Level 1D DTCWT 
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The idea behind the dual-tree approach is quite 

simple. The dual tree CWT employs two real DWTs; the 

first DWT gives the real part of the transform while the 

second DWT gives the imaginary part. The decomposition 

image is shown in Fig 2 and it its reverse will give final 

result. The two real wavelet transforms use two different 

sets of filters. The two sets of filters are jointly designed so 

that the overall transform is approximately analytic. Let 

ℎ0 𝑛 , ℎ1 𝑛  denote the low-pass/high-pass filter pair for 

the upper FB, and let 𝑔0 𝑛 , 𝑔1 𝑛   denote the low-

pass/high-pass filter pair for the lower FB. We denote the 

two real wavelets associated with each of the two real 

wavelet transforms as 𝜑ℎ(𝑡) and  𝜑𝑔(𝑡) . To invert the 

transform, the real part and the imaginary part are each 

inverted the inverse of each of the two real DWTs are used 

to obtain two real signals. These two real signals are then 

averaged to obtain the final output. Note that the original 

signal x (n) can be recovered from either the real part or the 

imaginary part alone. DT-CWT produces six directional 

subbands, oriented at  ±150 , ±450 and±750, while the 

DWT produces only three directional subbands, oriented at 

00 , 450 and900 . 
 

III. ALGORITHM 1-CONTRAST ENHANCEMENT 

USING DOMINANT BRIGHTNESS LEVEL 

ANALYSIS AND ADAPTIVE INTENSITY 

TRANSFORMATION 

 

In this section present a novel contrast enhancement 

algorithm for remote sensing images using dominant 

brightness level-based adaptive intensity transformation as 

shown in Fig.3.We can use DWT or DTCWT for image 

decomposition. This decomposes the input image into 

wavelet subbands and decomposes the LL subband into low, 

middle, and high-intensity layers by analyzing the log-

average luminance of the corresponding layer. The adaptive 

intensity transfer functions are computed by combining the 

knee transfer function [9] and the gamma adjustment 

function [10] [11]. All the contrast enhanced layers are 

fused with an appropriate smoothing, and the processed LL 

band undergoes inverse transform together with unprocessed 

LH, HL, and HH subbands to reconstruct the finally 

enhanced image. 

 

 
 

Fig.3: Block diagram of Algorithm 1 

 

A. Analysis of Dominant Brightness Levels 

If we do not consider spatially varying intensity 

distributions, the correspondingly contrast enhanced images 

may have intensity distortion and lose image details in some 

regions. For overcoming these problems, first decompose 

the input image into multiple layers of single dominant 

brightness levels. To use the low-frequency luminance 

components, perform the DWT on the input remote sensing 

image and then estimate the dominant brightness level using 

the log average luminance in the LL subband. Since high-

intensity values are dominant in the bright region, and vice 

versa, the dominant brightness [12] [13] at the position (x, 

y) is computed as, 

 

       D 𝑥, 𝑦  = exp   
1

𝑁𝐿
 {𝑙𝑜𝑔𝐿 𝑥, 𝑦 +  𝜀}(𝑥 ,𝑦)𝜀𝑆         (1) 

                                                  

Where S represents a rectangular region 

encompassing (x, y), L(x, y) represents the pixel intensity at 

(x, y), 𝑁𝐿 represents the total number of pixels in S, and 𝜀 

represents a sufficiently small constant that prevents the log 

function from diverging to negative infinity. The low-

intensity layer has the dominant brightness lower than the 

pre specified low bound. The high intensity layer is 

determined in the similar manner with the pre specified high 

bound, and the middle-intensity layer has the dominant 

brightness in between low and high bounds. The normalized 

dominant brightness varies from zero to one, and it is 

practically in the range between 0.5 and 0.6 in most images. 

For safely including the practical range of dominant 

brightness, we used 0.4 and 0.7 for the low and high bounds, 

respectively. 

 

B. Edge Preserving Contrast Enhancement Using Adaptive 

Intensity Transformation 

 

Based on the dominant brightness in each 

decomposed layer, the adaptive intensity transfer function is 

generated. Since remote sensing images have spatially 

varying intensity distributions, we estimate the optimal 

transfer function in each brightness range for adaptive 

contrast enhancement. The adaptive transfer function is 
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estimated by using the knee transfer and the gamma 

adjustment functions. For the global contrast enhancement, 

the knee transfer function stretches the low-intensity range 

by determining knee points according to the dominant 

brightness of each layer. More specifically, in the low-

intensity layer, a single knee point is computed as, 

 

                    𝑃𝑙  = 𝑏𝑙  + 𝑤𝑙   𝑏𝑙 −𝑚𝑙                                        
(2) 

 

Where  𝑏𝑙   represents the low bound, 𝑤𝑙  represents 

the tuning parameter, and 𝑚𝑙  represents the mean of 

brightness in the low intensity layer. For the high-intensity 

layer, the corresponding knee point is computed as, 

 

                       𝑃ℎ   = 𝑏ℎ −  𝑤ℎ   𝑏ℎ −  𝑚ℎ            

(3) 

 

Where  𝑏ℎ  represents the high bound, 𝑤ℎ   

represents the tuning parameter, and 𝑚ℎ  represents the mean 

of brightness in the low intensity layer. In the middle 

intensity layer, two knee points are computed as, 

 

        𝑃𝑚𝑙 =  𝑏𝑙 −𝑤𝑚  𝑏𝑚𝑙 −𝑚𝑚  +  𝑝𝑙 − 𝑝ℎ     (4) 

 

           𝑃𝑚ℎ =  𝑏ℎ + 𝑤𝑚  𝑏𝑚ℎ −𝑚𝑚  +  𝑝𝑙 − 𝑝ℎ         (5) 

 

Where 𝑤𝑚  represents the tuning parameter and 𝑚𝑚  

represents the mean brightness in the middle-intensity layer. 

 

The global image contrast is determined by tuning 

parameter 𝑤𝑖  for i 𝜖 {𝑙,𝑚, ℎ}. Although the contrast is more 

enhanced as the 𝑤𝑖   increases, the resulting image is 

saturated and contains intensity discontinuity. Here adjust 

only the middle-intensity tuning parameter wm for reducing 

such artifacts. Since the knee transfer function tends to 

distort image details in the low- and high intensity layers, 

additional compensations performed using the gamma 

adjustment function. The gamma adjustment function is 

modified from the original version by scaling and translation 

to incorporate the knee transfer function as, 

 

         𝐺𝑘 𝐿  =   
𝐿

𝑀𝑘
 

1
𝛾 
−  1 −

𝐿

𝑀𝑘
 

1
𝛾 

+ 1          (6) 

 

For k 𝜖 𝑙,𝑚, ℎ  Where M represents the size of 

each section intensity range, such as 𝑀𝑙 = 𝑏𝑙 , 𝑀𝑚 = 𝑏ℎ − 𝑏𝑙  
and 𝑀ℎ = 1 − 𝑏ℎ  , L represents the intensity value, and  

𝛾 represents the pre specified constant. The pre specified 

constant 𝛾 can be used to adjust the local image contrast. As 

𝛾  increases, the resulting image is saturated around 𝑏𝑙/2, 
𝑏ℎ − 𝑏𝑙/2 and 1 − 𝑏ℎ/2 .Therefore, the 𝛾 value is selected 

by computing maximum values of adaptive transfer function 

in ranges {0≤ 𝐿 < 𝑏𝑙/2 }, {𝑏𝑙 ≤ 𝐿 < (𝑏ℎ − 𝑏𝑙/2)}  and 

{𝑏ℎ ≤ 𝐿 < (1 − 𝑏ℎ/2)}   which are smaller than, 𝑏𝑙/2, 

𝑏ℎ − 𝑏𝑙/2, and 1 − 𝑏ℎ/2 respectively. 

 

The proposed adaptive transfer function is obtained 

by combining the knee transfer function and the modified 

gamma adjustment function. Three intensity transformed 

layers by using the adaptive intensity transfer function are 

fused to make the resulting contrast-enhanced image in the 

wavelet domain. Extract most significant two bits from the 

low- , middle-, and high-intensity layers for generating the 

weighting map, and compute the sum of the two bit values 

in each layer and select two weighting maps that have two 

largest sums. For removing the unnatural borders of fusion, 

weighting maps are employed with the Gaussian boundary 
 

smoothing filter. As a result, the fused image F is 

estimated as, 

 

   F = 𝑊1 ×  𝑐𝑙 +  1 −𝑊𝑙 × {𝑊2 × 𝑐𝑚 + (1 −𝑊2) × 𝑐ℎ}  

(7) 

Where 𝑊1  represents the largest weighting map, 

𝑊2 represents the second largest weighting map, 𝑐𝑙  
represents the contrast enhanced brightness in the low-

intensity layer, 𝑐𝑚  represents the contrast-enhanced 

brightness in the middle-intensity layer, and 𝑐ℎ  represents 

the contrast enhanced brightness in the high-intensity layer. 

Since Eqn. (7) represents the point operation, the pixel 

coordinate (x, y) is omitted. The fused LL subband 

undergoes the IDWT together with the unprocessed HL, LH, 

and HH subbands to reconstruct the finally enhanced image. 

IV. ALGORITHM 2-CONTRAST ENHANCEMENT 

USING DOMINANT BRIGHTNESS LEVEL 

ANALYSIS AND PRINCIPAL COMPONENT 

ANALYSIS 

 

In this section we present a new contrast 

enhancement algorithm for remote sensing images using 

dominant brightness level- and PCA [14] as shown in   

Fig.4.We can use DWT or DTCWT for image 

decomposition. This decomposes the input image into 

wavelet subbands and decomposes the LL subband into low, 

middle, and high-intensity layers by analyzing the log-

average luminance of the corresponding layer. The principal 

component are analyzed and contrast enhancement is. All 

the contrast enhanced layers are fused with an appropriate 

smoothing, and the processed LL band undergoes Inverse 

transform together with unprocessed LH, HL, and HH 

subbands to reconstruct the finally enhanced image. 
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Figure 4: Contrast enhancement using DT-CWT and PCA 

 

 

A. Principal Component Analysis (PCA) 

Principle Component Analysis (PCA) is a 

statistical analytical tool that is used to explore sort and 

group data. PCA is a classical de-correlation technique 

which has been widely used for dimensionality reduction 

with direct applications in pattern recognition, data 

compression and noise reduction. What PCA does is take a 

large number of correlated (interrelated) variables and 

transform this data into a smaller number of uncorrelated 

variables (principal Components) while retaining maximal 

amount of variation, thus making it easier to operate the data 

and make predictions. Or as Smith (2002) puts it PCA is a 

way of identifying patterns in data, and expressing the data 

in such a way as to highlight their similarities and 

differences. Since patterns in data can be hard to find in data 

of high dimension, where the luxury of graphical 

representation is not available; PCA is a powerful tool for 

analyzing data. 

 

 

  B. Steps –PCA and DTCWT 

1. Apply DT-CWT to the input image. 

2. Find out the brightness level in LL subband using the 

equation (1) based on the brightness level LL subband 

decomposes into low, high and middle intensity layers. 

3. Finding the PCA for all corresponding layers. For this 

Convert each layer into one dimensional vector             

A = [𝑋1 ,  𝑋2,𝑋3,𝑋4….] (i=1 to m*n) ,where m = 

number of rows, n=number of columns; Finding the 

mean value using this formula 

 

                            K = 
1

𝑚∗𝑛
 𝑎𝑖

𝑚∗𝑛
𝑖=1              

(8) 

 

4. Subtract the mean. 

5. Calculate the covariance matrix. 

6.  Calculate the eigenvectors and Eigen values of the 

Covariance matrix 

7.  Finding Gaussian Factor with 5x5 Mask 

 

                          h = 
1

 2𝜋
𝑒 𝑥

2+𝑦2 /2            

(9) 

 

8. Finding maximum value of Gaussian coefficient (s1) 

And Eigen values (s).Multiply s1 with s .This value 

will be the enhanced Factor. 

9.  Multiplying all sub bands with this enhanced factor. 

Then perform fusion and Inverse DTCWT. 

We can perform it with DWT also. 

 

V. ALGORITHM 3-CONTRAST ENHANCEMENT 

USING ALTERNATE KNEE CORRECTION 

METHOD 

 

In this method the conventional knee point estimation is 

replaced by an alternate method which gives better results. 

 

A. Knee correction By Mathematical Method 

 

 In algorithm, the knee points are estimated by 

using statistical methods. Statistical method means using the 

statistical property such as mean, variance etc of the image. 

Knee point is the point at which sudden change occurs. So 

an equivalent mathematical method for knee point 

estimation is proposed and is known as derivative method. 

In algebra          y = f(x) be a function slope is given by the 

dy/dx that is derivative of the function. In this method 

calculate derivative of every point on the low, middle and 

high intensity layers and find out the point at which slope 

change occurs. These are the knee points of low, high and 

middle intensity layers. Derivative of each points are 

estimated by using gradient method.  This knee point 

together with gamma function is used for the contrast 

enhancement of the LL layer and after appropriate 

smoothening and fusion process the final image is got by the 

inverse of the corresponding inverse transform. The block 

diagram of this method is given in Fig.5. 

 

B. Steps-Alternate knee correction Method 

 

1. Apply DT-CWT or DWT to the input image. 

2. Find out the brightness level in LL subband using the 

equation (1) based on the brightness level LL subband 

decomposes into low, high and middle intensity layers. 

 

3. Apply alternate knee correction method to find knee 

point 

4. Calculate the gamma correction function. 

5. Combining the knee and gamma to obtain contrast 

enhancement 

6. Perform Smoothing filtering of layers. 

Finally perform fusion and Inverse DTCWT 
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Fig. 5: Contrast enhancement using Alternate knee correction 

 
 

 

VI. EXPERIMENTAL RESULTS 

 

For evaluating the performance of the proposed 

algorithm, we tested low-contrast remote sensing images as 

shown in Fig. 6. The performance [15] of the proposed 

algorithms is compared with existing well-known 

algorithms including standard HE, BHE, RMSHE and 

DWT-SVD Methods. 

 

The proposed method is evaluated using the Peak 

Signal to Noise Ratio (PSNR), Mean Square Error (MSR), 

Measure of Enhancement (EME), Mean Absolute Error 

(MAE). PSNR is the quality measurement between the 

original image and the reconstructed image which is 

calculated through the Mean Squared Error (MSE). The 

MSE represents the cumulative squared error between the 

compressed and the original image, whereas PSNR 

represents a measure of the peak error. The EME [16] 

represents the overall image quality enhanced with 

preserving the average brightness level and edge details in 

all intensity ranges and MAE represents mean of the 

difference existing between two images. These parameters 

are calculated as follows: 

 

            EME=
1

𝑘1𝑘2
  

𝐼𝑚𝑎𝑥 (𝑘 ,𝑙)

𝐼𝑚𝑖𝑛 (𝑘 ,𝑙)
ln

𝐼𝑚𝑎𝑥 (𝑘 ,𝑙)

𝐼𝑚𝑖𝑛  𝑘 ,𝑙 +𝑐

𝑘1
𝑘=1

𝑘2
𝑖=1            

(10) 

 

Where k1, k2 represents the total number of blocks in an 

image, 𝐼𝑚𝑎𝑥 (𝑘, 𝑙) represents the maximum value of the 

block, 𝐼𝑚𝑖𝑛 (𝑘, 𝑙  represents the minimum value of the block, 

and c represents a small constant to avoid dividing by zero. 

 

        MSE = 
1

𝑀𝑁
  [𝐼 𝑖, 𝑗 − 𝐾 𝑖, 𝑗 ]2𝑁−1

𝑗=0
𝑀−1
𝑖=0                    

(11) 

 

 

        MAE = 
1

𝑀𝑁
  |𝐼 𝑖, 𝑗 − 𝐾 𝑖, 𝑗 |𝑁−1

𝑗=0
𝑀−1
𝑖=0       

(12) 

 

                           PSNR = 10 log 
2552

𝑀𝑆𝐸
                     

(13) 

 

Where I(i, j) is the input image and K(i, j) is the 

output image. The development of the system includes the 

generation the codes for each of the above steps and finally 

we can measure the performance of the proposed method 

and we can do a comparison with the older methods for 

better distinguishing. The performance measure includes 

MSE, MAE, PSNR and EME.  For contrast enhancement 

purposes the better method for evaluating the performance is 

EME that is the measure of enhancement. 

   

For the experiment, we used 𝛾 = 1.4,      𝑏𝑙  = 0.4, 

and 𝑏ℎ  = 0.7. For three different intensity layers, 𝑤𝑙  = 1, 𝑤𝑚   

= 3, and  𝑤ℎ   = 1 were used. The results of the standard HE 

method show under- or oversaturation artifacts because it 

cannot maintain the average brightness level. Although 

RMSHE and GC-CHE methods can preserve the average 

brightness level, and better enhance overall image quality, 

they lost edge details in low- and high-intensity ranges On 

the other hand, Demirels method could not sufficiently 

enhance the low-intensity range because of the singular-

value constraint of the target image. Fig.6 (a) - (e) [17] 

shows the results of the proposed contrast enhancement 

method. The overall image quality is significantly enhanced 

with preserving the average brightness level and edge details 

in all intensity ranges. Here the knee point estimation is did 

using statistical methods. An alternate method for knee 

correction that is derivative method is also tested with the 

same image. Resultant contrast enhanced image using 

alternate knee correction as shown in Fig. 9. Using this knee 

correction contrast is not significantly improved but some 

brightness preservation satisfied and also improved the 

visual interpretation as shown in Fig.9. Fig.7 shows the 

enhancement using adaptive method with DTCWT. Fig.8 

shows the results of enhancement using DTCWT and PCA. 

Here 4 LEVEL DTCWT is used. The DTCWT-PCA can 

achieve the sharpest enhancement result compared to other 

enhancement methods. EME values for different 

enhancement methods are listed in Table I.We also include 

the value of PSNR, MAE and MSE. Comparison of EME 

values show that the proposed Method outperforms existing 

enhancement methods. 
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Fig. 6: Image decomposition based on the dominant brightness levels and 
contrast enhancement results. (a) Original image. (b) Dominant intensity 

analysis.(c) Enhanced result image. (d-f) Low-, middle-, and high- intensity 

layers. (g-i) Enhanced low-, middle-, and high intensity layers. 
 

 
 

Fig.7: Enhanced image DTCWT and adaptive intensity transformation 

 

 
Fig. 8: Enhanced image using DTCWT and PCA 

 

 
Fig. 9: Enhanced image using alternate knee correction 

 
TABLE I: COMPARISON OF RESULTS BETWEEN PROPOSED 

METHODS AND EXISTING METHODS 

 

VII.CONCLUSION 

 

In this paper we have presented different contrast 

enhancement method for remote sensing images. The 

existing algorithm decomposes the input image into four 

wavelet subbands and decomposes the LL subband into low-

, middle-, and high-intensity layers by analyzing the log-

average luminance. The adaptive intensity transfer functions 

are computed by combining the knee transfer function and 

the gamma adjustment function. All the contrast enhanced 

layers are fused with an appropriate smoothing, and the 

processed LL band undergoes the IDWT together with 

unprocessed, HL, LH and HH subbands. This method 

utilizes DWT for image decomposition. But DWT produces 

some artifacts. To avoid the draw backs of DWT a new 

Method EME MSE PSNR MAE 

DTCWT-PCA 1.3265 22.43 20.14 26.13 

Alternate knee 

correction 

0.6347 27.43 24.12 28.14 

Adaptive 

intensity method 

0.7313 24.65 20.32 24.23 

SVD-DWT 0.626 42.05 15.66 35.70 

RMSHE 0.680 64.31 10.12 54.06 

BHE 0.690 63.17 12.15 52.34 

HE 0.689 42.17 15.54 37.92 
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transform called dual tree complex wavelet transform 

(DTCWT) is used. The transfer function is applied for the 

every pixel of the image and it does not deals with which are 

more important one and lesser important one. To separate 

correlated and uncorrelated parts of an image a statistical 

method is used called principal component analysis (PCA). 

A new enhancement method is proposed based on DTCWT 

and PCA. Using this, dimensionality reduction is also 

achieved and it can effectively enhance the overall quality 

and visibility of local details better than existing state-of-

the-art methods including HE, BHE and RMSHE. 

Experimental results demonstrate that the proposed 

algorithms can enhance the low contrast satellite images and 

is suitable for various imaging devices such as consumer 

camcorders, real-time 3-D reconstruction systems, and 

computational cameras. 
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Abstract – Image compression is the application of data compression on digital images. Image compression can be lossy or 

lossless. Raw data from an image sensor obviously contains information about a scene, but it is not intrinsically recognizable to the 

human eye. This thesis proposes a new shape-adaptive (SA) transform, shape-adaptive reversible integer lapped transform (SA-

RLT) method. Region-of interest (ROI) coding algorithms have also been proposed, since observers are always more concerned 

about some special areas, i.e, ROI than the background (BG) area. Based on SA-RLT and object-based set partitioned embedded 

block coder (OBSPECK), a new ROI compression scheme can be designed for 2D remote sensing images. A new ROI segmentation 

algorithm is used here to segment out ROI other than hand segmentation. 

 

Keywords- Image Compression;Discrete Wavelet Transform (DWT); Discrete Cosine Transform (DCT); Region of interest (ROI); 

Shape Adaptive Reversible Lapped Transform (SARLT). 

 

 

I. INTRODUCTION 

 

    Remote sensing images have an important role 

in many fields such as environmental monitoring, geology 

detection, urban planning etc. Since these images will take 

up a great deal of storage space and bandwidth with increase 

in spatial resolution, compression techniques have been 

widely researched. Region of interest (ROI) coding 

algorithms also have much importance since observers are 

always more concerned about some special areas than 

background areas. A better lossless compression technique 

for remote sensing images based on shape adaptive 

reversible lapped transform (SA-RLT) which is having more 

advantages than other present SA transform methods is 

proposed. A comparison between the existing SA transforms 

such as SA-DWT, SA-DCT and the new SA-RLT method is 

made and it is analyzed that SA-RLT has preserved the 

information and is better than the other transforms. The 

proposed thesis includes a new SA-RLT based ROI coding 

scheme for 2-D remote sensing images. 

 

The aim of source coding or data compression is to 

represent discrete signal s(n) with only a small expected 

number of bits per sample (the so called bit rate), with either 

no distortion (lossless compression), or as low distortion as 

possible for a given rate (lossy compression). Since we try  

 

to optimize the trade-off between distortion and rate on the 

average, we regard signals as random which we describe by 

their statistical properties. The essential step in source 

coding is quantization. 

In PCM strong statistical dependencies exists 

between signal samples. Normally in   PCM sample is 

quantized individually at a fixed number of bits, e.g. eight 

bits for grey level images[1]. 

Most signals representing meaningful information, 

however, exhibit strong statistical dependencies between 

signal samples. In images, for instance, the grey levels of 

neighbouring pixels tend to be similar. To take such 

dependencies into account, possibly large sets of adjacent 

samples should be quantized together. Unfortunately, this 

unconstrained approach leads to practical problems even for 

relatively small groups of samples. 

In transform coding, the signals or images are first 

decomposed into adjacent blocks or vectors of N input 

samples each. Each block is then individually trans- formed 

such that the statistical dependencies between the samples 

are reduced, or even eliminated. Also, the signal energy 

which generally is evenly distributed over all signal samples 

s(n) should be repacked into only a few transform 

coefficients. The transform coefficients S(k) can then be 

quantized individually. Each quantizer output consists of an 

index i(k) of the quantization interval into which the 

corresponding transform coefficient falls. These indices are 
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then coded, e.g. by a fixed length code or an entropy 

code[2][3]. 
The decoder then first reconverts the incoming bit stream 

into the quantization indices, and then replaces the 

quantization index i(k) for each transform coefficient S(k) 

by the centroid V(i(k)) of the indexed quantization interval, 

which serves as approximation, or better, estimate, bS(k) = 

V (i(k)) of S(k). The relation between the indices i(k) and 

the centroid V (i(k)) is stored in a look-up table called a 

codebook[2]. An inverse transform then calculates the 

reconstructed signal. Clearly, due to quantization, the 

compression technique is lossy. Optimizing a transform 

codec needs to address choosing an optimal transform and 

optimal scalar quantization of the transform coefficients. 

Practical transform codec employ linear unitary or 

orthogonal transforms. Linear transforms explicitly 

influence linear statistical dependencies, that is, correlations 

 

The principles of image compression are based on 

information theory. The amount of information that a source 

produce is Entropy. The amount of information one receives 

from a source is equivalent to the amount of the uncertainty 

that has been removed. 

A source produces a sequence of variables from a 

given symbol set. For each symbol, there is a product of the 

symbol probability and its logarithm. The entropy is a 

negative summation of the products of all the symbols in a 

given symbol set. Compression algorithms are methods that 

reduce the number of symbols used to represent source 

information, therefore reducing the amount of space needed 

to store the source information or the amount of time 

necessary to transmit it for a given channel capacity. The 

mapping from the source symbols into fewer target symbols 

is referred to as Compression and Vice-versa 

Decompression. 

Image compression refers to the task of reducing 

the amount of data required to store or transmit an image. At 

the system input, the image is encoded into it’s compressed 

from by the image coder. The compressed image may then 

be subjected to further digital processing, such as error 

control coding, encryption or multiplexing with other data 

sources, before being used to modulate the analog signal 

that is actually transmitted through the channel or stored in a 

storage medium. At the system output, the image is 

processed step by the step to undo each of the operations 

that were performed on it at the system input. At the final 

step, the image is decoded into its original uncompressed 

form by the image decoder. If the reconstructed image is 

identical to the original image the compression is said to be 

lossless, otherwise, it is lossy[1]. 

 

ROI coding of 2-D remote sensing images based on 

SA-RLT  performs better than other existing methods. 

However, it comes along with some drawbacks. ROI area is 

segmented by hand in the method. This will create more 

complexity in studying a particular region from the image as 

hundreds of images are obtaining at same instance from 

satellite. Also it will be much difficult to find out the 

particular region of interest from the satellite image with the 

help of human eye. So, hand segmenting the ROI area will 

create more complexity and consume more time. 

The method can be used for any type of imaging devices but 

concentration in the field of satellite images. For several 

decades remote sensing images have played an important 

role in many fields such as meteorology, agriculture, 

geology, education etc. Because of the rising demand for 

high quality remote sensing images without losing any 

information while compression. Demand for ROI coding 

algorithms have increased as observers are always   more 

concerned about some special areas than background areas 

 

II. METHODOLOGY 

 

   In this section the detailed procedure for compression and 

segmentation of images are given. 

A. Image Compression 

    In the compression procedure, lossless compressions are 

introduced. DWT and RLT  algorithms are used to 

implement compression of images.  

Compression techniques have been widely 

researched since images will take up a great deal of storage 

space and bandwidth particularly with the increase of spatial 

resolution. Among various compression techniques, lossy-

to-lossless compression technique exhibits great flexibility, 

because it is able to compress images at a high compression 

ratio at the cost of losing some minor information and it is 

also able to realize lossless compression without any 

information distortion. Region-of interest (ROI) coding 

algorithms have also been proposed, since observers are 

always more concerned about some special areas (i.e., ROI) 

than the background (BG) area. 

B. RTDLT 

RTDLT [4][5] belongs to block transform. Thus 

the source image will be segmented into adjacent non 

overlapping blocks before transforming. First, reversible 

integer prefiltering is done on neighboring blocks to reduce 

redundancy. Floating point prefilter may be defined as, 

F =  
I J
I −J

  
I 0
0 V

  
I J
J −I

    (3.1) 

V is defined as, 
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CN(n,k)= 2/N.εK. cos 2nH k/2n         (3.3) 

where n, k = 0,1,2, ……… . . N − 1 

 ϵk =  1/2 if k=o; otherwise ε = 1  (3.3) 

CN(n,k)= 2/N.cos π 2n + 1 (2K + 1)/4N                (3.4) 

where n, k = 0,1,2, ………… N − 1 

Now 2-D reversible integer DCT is performed on 

each block by cascading 1-D RDCT along vertical and 

horizontal directions separately. 

C. PROPOSED SA-RLT 

Based on RTDLT, we propose SA-RLT with the 

same concept as used in SA-DCT and SA-DWT. However, 

SA-RLT has its special advantages .The first one is that 

SARLT belongs to block transform; as a result, its 

computational memory requirement is lower than that of 

global transforms, and its hardware implementation can be 

parallel processed. The second one is that SA-RLT exploits 

the correlation between neighboring blocks; therefore, it can 

improve the efficiency of conventional block-based 

transforms. Moreover, SA-RLT can realize reversible 
integer-to-integer transform. How to realize SA-RLT is 

discussed as follows. 

We first compute prefilter and DCT matrices of 

different sizes. Segmenting image into 8 ×8 blocks has been 

proved to be the best trade of between transform 

performance and computational complexity in conventional 

DCT based compression schemes such as JPEG. Therefore, 

in our scheme, basic transform matrices with a size of 

2 × 2 − 8 × 8are computed first. Second, we design a 

multilifting scheme for prefilter and DCT matrices obtained 

from the first step. To do this, we use the matrix 

factorization method to factorize basic matrices into 

TERMs. Suppose that matrix L is a lower TERM factorized 

from basic transform matrix with a size of 3 × 3. Then, its 

multilifting scheme can be obtained [5]. 

 

C..Discrete Cosine Transform (DCT) 

    The discrete cosine transform (DCT) [6] is a technique 

for converting a signal into elementary frequency 

components. It is widely used in image compression. Here 

we develop some simple functions to compute the DCT and 

to compress images. Image Compression is studied using 2-

D discrete Cosine Transform. The original image is 

transformed in 8-by-8 blocks and then inverse transformed 

in 8-by-8 blocks to create the reconstructed image. The 

inverse DCT would be performed using the subset of DCT 

coefficients. The discrete cosine transform (DCT) helps 

separate the image into parts (or spectral sub-bands) of 

differing importance (with respect to the image's visual 

quality). The DCT is similar to the discrete Fourier 

transform: it transforms a signal or image from the spatial 

domain to the frequency domain[7] Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this way, reversible integer prefilter and DCT 

for 1-D arbitrary-length vectors have been obtained. A 2-D 

transform can be obtained by cascading 1-D transform along 

the vertical and horizontal directions, respectively. It should 

be noted that the lengths of vertical and horizontal vectors 

may be different, and each length should be figured out by 

scanning the vector before transform. Up to now, we have 

achieved reversible integer prefilter and DCT for arbitrarily 

shaped image area. In one arbitrarily shaped image area, 

there exist two types of blocks. The first type of block is 

incomplete, which is along the area boundary; the second 

type of block is full, which is inside the image area. We 

employ different strategies on these two types of blocks. On 

one hand, we use SA-RDCT for incomplete blocks and  use 

RTDLT for full blocks. Thus, strictly speaking, SA-RLT 

means the integration of SA-RDCT and RTDLT [5]. In fact, 

we have taken experiments to perform SA-R-Filter on 

incomplete blocks along object edges, but the performance 

improvement is very limited. Therefore, to reduce 

complexity, we perform SA-RLT employing the 

aforementioned strategies. There exists no truncation error 

in the transformation process, since SA-RLT can realize 

completely reversible integer to- integer transform  on both 

incomplete and full blocks in arbitrarily shaped image area. 

Therefore, SA-RLT[8] can be applied in both lossy and 

lossless compressions. 

 

D. SA-RLT BASED ROI CODING FOR RSI 

One advantage of the proposed scheme over 

JPEG2000-ROI coding is that it codes ROI[9] and BG 

separately; therefore, bit rate can be controlled more 

flexibly, and ROI can be coded losslessly without BG. First, 

we apply SA-RLT to ROI and BG, respectively. 
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Coefficients will be distributed in a blocky structure after 

transforming. Most energy will be concentrated in the left-

upper corner of each block. In order to code the transform 

coefficients of SA-RLT using wavelet-based codec, we 

reorganize the blocky coefficients into sub band structure 

like that in wavelet transform. Second, we code these 

coefficients using object-based set partitioned embedded 

block (OB-SPECK).OB-SPECK [10][11] is an efficient 

algorithm for coding arbitrarily shaped object. It can be 

proved that OB-SPECK performs better than the state of-

the-art image compression techniques such as traditional 

SPIHT, SPECK, and JPEG2000 for region-based digital 

mammography. Moreover, it possesses characteristics of 

low complexity and embedded/progressive bit streams. A 

binary shape mask, which corresponds to the ROI area, is 

coded by OB-SPECK independently and transmitted with 

the whole bit stream. 

 

E. OBJECT-BASED SPECK ALGORITHM 

 

A straightforward extension of the SPECK[11] 

algorithm to coding of video objects of arbitrary shape is 

that we set all the coefficients outside the object in each sub 

band to zero. Then the original SPECK algorithm can be 

applied just as if the support of the object were 

rectangular[12]. No modification of the algorithm would be 

required. 

 

 

 

 

 

 

 
 

 

In the parent-child relation in the OB-SPECK 

algorithm, the branches, which correspond to the nodes 
outside the object (represented by the dash arrows), are 

pruned before the coding process begins. 

This method is in efficient, since one bit must be 

transmitted to tell the decoder that the node or branch 

outside the object is insignificant under each threshold. In 

this scheme, the shape information of object area in the 

wavelet domain is integrated into the coding process[13]. 

Similar to the object-based wavelet decomposition, the 

shape image is also decomposed into a pyramid of sub 

bands, called the shape mask pyramid .In this way, the 

regions which belong to the object in each sub band are 

known by both the encoder and the decoder. Each pixel of 

the shape mask has a 2-bit mask value: 1 bit is used to 

distinguish if the current wavelet coefficient is within the 

object; and the other bit is used to tell if its child branch is 

within the object. When the spatial orientation tree is 

constructed, which node and/or child branch are 

inside/outside the video object is known. Before the coding 

process, we prune the node and branch which are outside the 

video object. During the sorting pass in theSPECK 

algorithm, those nodes and branches are not added into any 

list of LSP, LIP and LIS[14]. Therefore, no information 

about these nodes and branches are transmitted. When the 

encoder and decoder scan these nodes and branches, they 

will be informed by the shape mask pyramid and skip over 

them[15]. 

 

III. RESULT AND DISCUSSION  

                      DCT, DWT, SARLT compression were done 

on input remote sensing image and a comparison study was 

done. ROI coding based on SARLT was carried out    

 

 
 

Fig 4.1: Input image 

Compression techniques have been widely 

researched since images will take up a great deal of storage 

space and bandwidth particularly with the increase of spatial 

resolution. Among various compression techniques, lossy-

to-lossless compression technique exhibits great flexibility, 

because it is able to compress images at a high compression 

ratio at the cost of losing some minor information and it is 

also able to realize lossless compression without any 

information distortion.  
 



 

 

 

      ROI Coding of Remote Sensing 2-D images using Shape Adaptive Reversible Integer Lapped Transform 

 

IFERP  International Conference  Trivandrum          19                    ISBN:9788192958040 

 

 

 

Fig 4.2: Grey Scale Image 

Remote sensing images are compressed in order to reduce 

size. Usually DCT, DWT, LT compressions are done on 

RSI. Before compression RSI are converted to Grey scale 

 

images and to filtered images. Grey scale and 

filtered images of input RSI are shown in Fig 4.2 and Fig 

4.3. 

 

 

Fig 4.3: Filtered image 

 

 

                    Fig 4.4: DWT compressed image 

 

Shape-adaptive wavelet coding is needed for 

efficiently coding arbitrarily shaped visual objects, which is 

essential for object-oriented multimedia applications. The 

challenge is to achieve high coding efficiency while 

satisfying the functionality of representing arbitrarily shaped 

visual texture. One of the features of the SA-DWT’s is that 

the number of coefficients after SA-DWT’s is identical to 

the number of pixels in the original arbitrarily shaped visual 

object. 

Another feature of the SA-DWT is that the spatial 

correlation, locality properties of wavelet transforms, and 

self-similarity across sub bands are well preserved in the 

SA-DWT. Also, for a rectangular region, the SA-DWT 

becomes identical to the conventional wavelet transforms.  

There are two components in the SA-DWT. One is 

a way to handle wavelet transforms for arbitrary length 

image segments. The other is a sub sampling method for 

arbitrary length image segments at arbitrary locations. The 

SA-DWT allows odd- or small-length image segments to be 

decomposed into the transform domain in a similar manner 

to the even- and long-length segments, while maintaining 

the number of coefficients in the transform domain identical 

to the number of pixels in the image domain. 

 

Fig 4.5: SARLT compressed RSI 

Gray Scale Image

Filtered Image

reconstructed image in DWT
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We first compute pre filter and DCT matrices of 

different sizes. Segmenting image into 8 ×8 blocks has been 

proved to be the best trade of between transform 

performance and computational complexity in conventional 

DCT based compression schemes such as JPEG. Therefore, 

in our scheme, basic transform matrices with a size of 

2 × 2 − 8 × 8are computed first. Second, we design a multi 

lifting scheme for pre filter and DCT matrices obtained from 

the first step. To do this, we use the matrix factorization 

method to factorize basic matrices into TERMs. Suppose 

that matrix L is a lower TERM factorized from basic 

transform matrix with a size of 3 × 3. Then, its multi lifting 

scheme can be obtained. 

 

 

 

 
 

             Fig 4.6: ROI segmentation using SARLT 

 

Region merging, region splitting and a combination of 

region merging and splitting are well known region 

detection techniques. In characteristic feature thresholding 

or clustering, threshold level schemes are based on grey 

level histogram and local properties. Edge detection is the 

simple and basic technique used in segmentation of images. 

It is a useful segmentation method used for simple image. 

 

CONCLUSION  
 

In the method, a shape adaptive reversible integer 

lapped transform (SA-RLT) method for compression of 2-D 

remote sensing images is proposed. Based on SA-RLT and 

object based set partitioned embedded block coder, a new 

region of interest (ROI) compression scheme is designed for 

2-D remote sensing images. Experimental results 

demonstrate that the proposed transform (SA-RLT) 

performs better than other existing SA transforms such as 

shape adaptive discrete cosine transform (SA-DCT), shape 

adaptive discrete wavelet transform (SA-DWT). A new 

segmentation method for segmenting the region of interest 

(ROI) based on colour intensity is proposed here. The new 

proposed method overcomes the limitations of hand 

segmentation such as complexity and time to a large extent. 

The proposed algorithm can effectively improve the overall 

quality and details of the satellite images since the 

compression technique used here is lossless. . The 

delimitations of the proposed model were also analyzed 

clearly and the simulation tool is selected to perform 

comprehensive simulations. 
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Abstract—The proposed algorithm  automatically enhances the contrast in an input image. The algorithm uses the Gaussian 

mixture model to model the image gray-level distribution. In a mixture distribution, its density function is just a convex 

combination (a linear combination in which all coefficients or weights sum to one) of other probability density functions. The 

Gaussian components with small variances are weighted with smaller values than the Gaussian components with larger variances 

By enhancing the contrast of an image in such a way might amplify noise if present and produce worse results. A noise adaptive 

fuzzy switching median filter is used for salt-and-pepper noise removal.  It  is able to suppress high-density of salt-and-pepper 

noise, at the same time preserving fine image details, edges and textures. 

 

Keywords- Gaussian Mixture Model (GMM), Noise Adaptive Fuzzy Switching Median ( NAFSM), Bihistogram Equalization (BBHE), 

Minimum Mean Brightness Error Bi-Histogram Equalization (MMBEBHE). Recursive Mean Separate Histogram Equalization 

(RMSHE) 

 

 

I. INTRODUCTION  

 Generally, an image may have poor dynamic range or 

distortion due to the poor quality of the imaging devices or 

the adverse external conditions at the time of acquisition. 

Whenever an image is converted from one form to other 

such as digitizing the image some form of degradation 

occurs at output. The main goal of image enhancement 

technique is to improve the characteristics or quality of an 

image, such that the resulting image is better than the 

original image. There are two broad categories of image 

enhancement techniques: (1) Spatial domain techniques and 

(2) frequency domain techniques. 

Several image enhancement techniques were proposed in 

the past. Histogram equalization (HE) [1] is a very popular 

technique for image enhancement. One problem of the 

histogram equalization is that the brightness of an image is  

changed after the histogram equalization, hence not suitable 

for consumer electronic products, where preserving the 

original brightness and enhancing contrast are essential to 

avoid annoying artifacts. . So Bi-histogram equalization 

(BBHE) has been proposed which can preserve the original 

brightness to a certain extend. However, there are still cases  

 

that are not handled well by BBHE [2], as they require 

higher degree of preservation. The extension of BBHE is 

Minimum Mean Brightness Error Bi-Histogram 

Equalization (MMBEBHE). The result of MMBEBHE [3] is 

bad for the image with a lot details. Recursive Mean-

Separate Histogram Equalization (RMSHE) [3] is another 
improvement of BBHE. However, it also is not free from 

side effects. 

Although these methods can achieve good contrast 

enhancement, they also generate annoying side effects 

depending on the variation in the gray-level distribution. 

may create problems when enhancing a sequence of images, 

when the histogram has spikes, or when a natural-looking 

enhanced image is required. In this paper a contrast enhance 

ment algorithm using GMM is proposed along with a  noise 

adaptive fuzzy switching median filter. Images with low 

contrast are automatically improved in terms of an increase 

in the dynamic range. The proposed algorithm is free from 

parameter setting. The NAFSM filter is able to suppress 

high density  salt-and-pepper noise,and at the same time it  

preserves fine image details, edges and textures well. Also, 

it does not require any further tuning or training of 

parameters once optimized. 

http://en.wikipedia.org/wiki/Mixture_density
http://en.wikipedia.org/wiki/Probability_density_function
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The rest of the paper is organised as follows: Section II 

presents the proposed  algorithm. Section III presents the 

results of algorithm. Section IV concludes this paper. 

 
II. PROPOSED ALGORITHM 

 
Let us consider an input image,  X = {x (i, j) | 1 ≤ i ≤ H,  

1 ≤ j ≤ W}, of size H × W  pixels, where x (i, j) ∈ R. Assume 

that X has a dynamic range of [xd, xu] where x (i, j) ∈ [xd, 

xu]. The main objective of the proposed algorithm is to 

generate an enhanced image, Y = {y (i, j) | 1 ≤ i ≤ H, 1 ≤ j ≤ 

W}, which has a better visual quality with respect to X. The 

dynamic range of  Y can be stretched or tightened into the 

interval [yd, yu], where y (i, j) ∈ [yd, yu], yd < yu and yd , yu ∈ 

R. 

 
III. DENOISING 

A noise adaptive fuzzy switching median (NAFSM) 

filter for salt-and-pepper noise removal. It is a recursive 

double-stage filter. The NAFSM filter is a hybrid between 

the simple adaptive median filter and the fuzzy switching 

median filter. The adaptive behavior enables the NAFSM 

filter to expand the size of its filtering window according to 

the local noise density, making it possible to filter high-

density of salt-and-pepper noise. Meanwhile, the inherited 

switching median behavior will speed up the filtering 

process at the same time preserving image details by 

selecting only ―noise pixels‖ for processing. In addition, the 

resorted fuzzy reasoning deals with the uncertainty presence 

in the local information and helps to produce an accurate 

correction term when restoring detected ―noise pixels‖[4]. 

 The detection stage starts by searching for two salt 

and- pepper noise intensities or local maximums  Lmax 

and Lmin  from both ends of the noisy image histogram. The 

search is directed towards the center of the histogram. Once 

these intensities were found the search is stopped. Based on 

these possible noise pixels of image are identified. A binary 

noise mask N(i,j) will be created to mark the location of 

―noise pixels‖ by using   

 

          𝑁 𝑖, 𝑗 =  
0,𝑋 𝑖, 𝑗 = 𝐿𝑠𝑎𝑙𝑡  𝑜𝑟 𝐿𝑝𝑒𝑝𝑝𝑒𝑟

1, otherwise
                    (1) 

 

where 𝑁 𝑖, 𝑗 = 1 represents noise free pixels and 

𝑁 𝑖, 𝑗 = 0 represents noise pixels. When a ―noise pixel‖ is 

detected, it is subjected to the next filtering stage. 

Otherwise, when a pixel is classified as ―noise-free,‖ it will 

be retained and the filtering action is spared to avoid altering 

any fine details and textures that are contained in the 

original image. 

In the filtering stage noise pixel marked with 𝑁 𝑖, 𝑗 = 0 

will be replaced by an estimated correction term. A square 

filtering window is used here. Then the  number of noise 

free pixels in the window is counted. If the current filtering 

window does not have a minimum number of one noise-free 

pixel ,then the filtering window will be expanded by one 

pixel at each of its four sides . This procedure is repeated 

until the criterion of having a minimum one noise-free pixel 

is met. For each detected noise pixel, the size of the filtering 

window is initialized to 3×3. These ―noise-free pixels‖ will 

all be used as candidates for selecting the median pixel, 

𝑁 𝑖, 𝑗   given by 

 

                  𝑀 𝑖, 𝑗 = 𝑚𝑒𝑑𝑖𝑎𝑛 𝑋 𝑖 + 𝑚, 𝑗 + 𝑛                 (2) 

 

                         with  𝑁 𝑖 + 𝑚, 𝑗 + 𝑛 = 1 

where 𝑚,𝑛 ∈  −𝑠,∙∙∙∙∙∙,𝑜,∙∙∙∙∙∙ 𝑠 . 
Fuzzy reasoning is applied to the extracted local 

information. Finally, the correction term to restore a 

detected  noise pixel  is a linear combination between the 

processing pixel 𝑋  𝑖, 𝑗  and median pixel 𝑀 𝑖, 𝑗 . 

 
IV. MODELING 

Gaussian mixture model is used for image 

modeling. Like K-Means, Gaussian Mixture Models 

(GMM) can be regarded as a type of unsupervised learning 

or clustering methods. They are among the most statistically 

mature methods for clustering. But unlike K-Means, GMMs 

are able to build soft clustering boundaries, i.e., points in 

space can belong to any class with a given probability. In 

statistics, a mixture model is a probabilistic model which 

assumes the underlying data to belong to a mixture 

distribution. In a mixture distribution, its density function is 

just a convex combination (a linear combination in which all 

coefficients or weights sum to one) of other probability 

density functions. Each of the Gaussian components has a 

different mean, standard deviation, and proportion (or 

weight) in the mixture model.  

The human eye is not sensitive to small variations 

around dense data but is more sensitive to widely scattered 

fluctuations. Thus, in order to increase the contrast while 

retaining image details, dense data with low standard 

deviation should be dispersed, whereas scattered data with 

high standard deviation should be compacted. While doing 

this the gray-level distribution should be retained[5]. 

The grey-level distribution p (x), where x ∈ X, of 

the input image X can be modeled as a density function 

composed of a linear combination of N functions using the 

GMM, i.e., 

 
          𝑝 𝑥 =  𝑃 𝜔𝑛 𝑝 𝑥|𝜔𝑛 

𝑁
𝑛=1                      (3) 

 

where (wn) is the prior probability of the data points 

generated from component wn of the mixture and p (x|wn) is 

the nth component density and is given by 

 

                𝑝 𝑥|𝜔𝑛 =
1

 2𝜋𝜎𝜔𝑛
2
𝑒𝑥𝑝  −

 𝑥−𝜇𝜔𝑛  
2

2𝜎𝜔𝑛
2                  (4) 

http://crsouza.blogspot.com/2010/10/k-means-clustering.html
http://en.wikipedia.org/wiki/Unsupervised_learning
http://en.wikipedia.org/wiki/Cluster_analysis
http://en.wikipedia.org/wiki/Mixture_model
http://en.wikipedia.org/wiki/Mixture_density
http://en.wikipedia.org/wiki/Probability_density_function
http://en.wikipedia.org/wiki/Probability_density_function
http://en.wikipedia.org/wiki/Probability_density_function
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Here μWn and σ
2
Wn are respectively the mean and the 

variance of the nth component. Therefore a GMM is 

completely specified by its parameters 

 

                           𝜃 =  𝑝 𝜔𝑛 , 𝜇𝜔𝑛
,𝜎2

𝜔𝑛
 
𝑛=1

𝑁
                     (5) 

 

The Figueiredo-Jain (FJ) algorithm [6] is used  for 

parameter estimation which tries to overcome three major 

weaknesses of the basic EM algorithm. The EM algorithm 

requires the user to set the number of components and the 

number will be fixed during the estimation process. The FJ 

algorithm adjusts the number of components during  the 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

                  (a) 
 

 

 

 

 

 
 

 

 

Fig 1. (a) Gray-level image and (b) its histogram and GMM 

fit 

 

estimation by annihilating components that are not 

supported by the data. This leads to the other EM failure 

point, the boundary of the parameter space. FJ avoids the 

boundary when it annihilates components that are becoming 

singular. FJ also allows to start with an arbitrarily large 

number of components, which tackles the initialization issue 

with the EM algorithm. The classical way to select the 

number of mixture components is to adopt the ‖modelclass/ 

model‖ hierarchy, where some candidate models (mixture 

PDFs) are computed for each model-class (number of 

components), and then select the ‖best‖ model. The idea 

behind the FJ algorithm is to abandon such hierarchy and to 

find the ‖best‖ overall model directly by using the minimum 

message length criterion and applying it to mixture models.   

 

Fig. 1(a) and (b)  illustrates an input image and its 

histogram, together with its GMM fit, respectively. The 

histogram is modeled using eleven Gaussian components, 

i.e., N=11. The close match between the histogram (shown 

as rectangular vertical bars) and the GMM fit (shown as 

solid black line) is obtained using the FJ algorithm.  

 

 
V. PARTITIONING 

The goal of partion is to change the representation of an 

image into something that is easier to analyze. The result of 

image partion is a set of segments that collectively cover the 

entire image. For partioning the intersection points are 

selected from different Gaussian components. The 

intersection points between two Gaussian components wm 

and wn are found by solving 

 

          𝑃 𝜔𝑚  𝑝  𝑥 𝜔𝑚   = 𝑃 𝜔𝑛 𝑝  𝑥 𝜔𝑛             (6) 

 

or equivalently 

 

       −
 𝑥−𝜇𝜔𝑚  2

2𝜎𝜔𝑚
2 +

 𝑥−𝜇𝜔𝑛  
2

2𝜎𝜔𝑛
2 = 𝑙𝑛  

𝑃 𝜔𝑛  𝜎𝜔𝑚

𝑃 𝜔𝑚  𝜎𝜔𝑛
         (7) 

 

The second order parametric equation has two roots, i.e., 

 

𝑥𝑚 ,𝑛
 1 =

−𝑏+ 𝑏2−4𝑎𝑐

2𝑎
 and  𝑥𝑚 ,𝑛

 2 =
−𝑏− 𝑏2−4𝑎𝑐

2𝑎
             (8) 

 

On solving the above equation, we obtain the numerical 

values of intersection points. The total number of 

intersection points thus calculated is N(N-1). From this 

significant intersection points are selected to cover the entire 

dynamic range of the image. For a given intersection point 

𝑥𝑚 ,𝑛
 𝑘 

 , where k={1,2}, between Gaussian components 𝜔𝑚  

and 𝜔𝑛  , it is selected as a significant intersection point if 

and only if it is a real number in the dynamic range of the 

∙components  𝜔𝑚  and  𝜔𝑛  contain the maximum value in the 

mixture for point 𝑥𝑚 ,𝑛
 𝑘 

, i.e., 

 

0 50 100 150 200 250 300
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𝑃 𝜔𝑚  𝑝 𝑥𝑚 ,𝑛

𝑘  𝜔𝑚 = 𝑃 𝜔𝑛 𝑝 𝑥𝑚 ,𝑛
𝑘  𝜔𝑛  

                                                                                      (9) 

𝑃 𝜔𝑚  𝑝 𝑥𝑚 ,𝑛
𝑘  𝜔𝑚 > 𝑃 𝜔𝑛 𝑝 𝑥𝑚 ,𝑛

𝑘  𝜔𝑛  
 

The significant intersection points are sorted in 

ascending order of their value and are partitioned into gray-

level intervals to cover the entire dynamic range of X. The 

consecutive pairs of significant intersection points are used 

to partition the dynamic range of X into subintervals, 

i.e.,[𝑥𝑑 , 𝑥𝑢 ] =  𝑥𝑠
1, 𝑥𝑠

2  𝑈   𝑥𝑠
2, 𝑥𝑠

3  𝑈 ∙∙∙∙∙∙∙∙∙  𝑥𝑠
 𝑘−2 , 𝑥𝑠

 𝑘−1     

𝑈  𝑥𝑠
 𝑘−1 , 𝑥𝑠

𝑘  . Thus the dynamic range of input image is 

represented by the union of all intervals where k is the 

maximum number of significant intersection points. For 

each input gray level interval there is only one Gaussian 

component that is dominant with respect to the others which 

represents the data within that interval. Subinterval [xs
(k-1)

, 

xs
(k)

] is represented by a Gaussian component  wk, which is 

dominant with respect to the other Gaussian components in 

it. The dominant Gaussian component is found by 

considering the a posteriori probability of each component 

in specified interval. 

 
VI. MAPPING 

Enhanced image is obtained by mapping each input 

interval to corresponding output interval by adding weight 

which depends on the rate of the total number of pixels that 

fall into interval and the standard deviation of the dominant 

Gaussian component 𝜔𝑘 .  

 

  𝛼𝑘 =
𝜎𝜔𝑘

𝛾

 𝜎𝜔𝑖

𝛾𝑁
𝑖=1

𝐹 𝑥𝑠
 𝑘+1 

 −𝐹 𝑥𝑠
 𝑘 

 

 𝐹 𝑥𝑠
 𝑖+1 

 𝑘−1
𝑖𝑠=1 −𝐹 𝑥𝑠

 𝑖 
 
                    

(10) 

 
    The first term adjusts the brightness of the equalized 

image,and γ €[0,1] is brightness constant. The lower the 

value of γ , the brighter the output image is. The second 

term in (19) is related to the gray-level distribution and is 

used to retain the overall content of the data in the interval. 

Equation (19) maintains a balance between the data 

distribution and the variance of the data in a certain interval. 

Since the human eye is more sensitive to sudden changes in 

widely scattered data and less sensitive to smooth changes 

in densely scattered data, larger weights are given to widely 

scattered data and vice versa. 

    Using , the input interval [xs
(k-1)

, xs
(k)

] is mapped onto the 

output interval [y
(k-1)

, y
(k)

]  according to 

 

     𝑦 𝑘 = 𝑦𝑑 +  𝑦𝑢 − 𝑦𝑑  𝛼𝑖
𝑘−1
𝑖=1                              

            𝑦 𝑘+1 = 𝑦𝑘 + 𝛼𝑘 𝑦𝑢 − 𝑦𝑑                   
(11) 

 
Where m=1, 2…….M – 1. 

    The gray levels of the pixels in each input interval are 

transformed according to the dominant Gaussian component 

and the CDF of the interval to obtain the contrast-equalized 

image. Let the Gaussian distribution with parameters 𝜇𝜔𝑛 ′
 

and   𝜎2
𝜔𝑛 ′

  represent the Gaussian component in range  

[y
(k-1)

, y
(k)

] .The new parameters of the Gaussian distribution 

are computed as follows: 

 

𝜇𝜔𝑘′
=

 
𝑥𝑠
 𝑘 

−𝜇𝜔𝑘

𝑥𝑠
 𝑘+1 

−𝜇𝜔𝑘

𝑦𝑘+1 − 𝑦 𝑘  

 
𝑥𝑠
 𝑘 

−𝜇𝜔𝑘

𝑥𝑠
 𝑘+1 

−𝜇𝜔𝑘

− 1 

 

                                                                                      

(12) 

𝜎𝜔𝑘′
=
 𝑦 𝑘 − 𝜇𝜔𝑘′

 

 𝑥𝑠
 𝑘 − 𝜇𝜔𝑘

 
𝜎𝜔𝑘

 

 

Thus final mapping is done by linearly 

transforming each input interval to corresponding output 

interval so as to get an equalized and contrast enhanced 

image. It is achieved by considering all Gaussian 

components in the GMM to retain the pixel distributions in 

input and output intervals equal by using the superposition 

of distributions i.e., 

 

                  𝑦 =    
𝑥−𝜇𝜔𝑖′

𝜎𝜔𝑖′

 𝜎𝜔 𝑖′  
+  𝜇𝜔 𝑖′

 𝑁
𝑖=1 𝑃𝜔 𝑖′

           

(13) 

 

As shown in Fig.1(b) all intersection points 

between Gaussian components that fall within the dynamic 

range of the input image are denoted by yellow circles, and 

significant intersection points that are used in dynamic range 

representation are denoted by orange points. The proposed 

method is extended to color images  by applying the method 

to their luminance component only and preserve the 

chrominance components.   
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RESULTS AND DISCUSSION 

 
A data set comprising of standard test images from [7] is 

used to evaluate  the proposed algorithm. An output image 

is said to have been enhanced over the input image if it 

enables the image details to be better perceived. An 

assessment of image enhancement is not an easy task as an 

improved perception is difficult to quantify. Some contrast 

enhancement results on grayscale images are shown in Figs. 

2-3. For comparison purpose techniques like histogram 

equalizationand Brightness Preserving Dynamic Fuzzy 

Histogram Equalization  (BPDFHE) are  used.  

The input image in Fig. 2(a) shows an ariel view of a 

tank. There are three main gray tones in the input image 

corresponding to the tank, its shadow, and the image 

background. The other gray-level tones are distributed 

around the three main tones. By using the proposed 

algorithm, the dynamic range of the input image is modeled 

with the GMM, which makes it possible to model the 

intensity values of shadow, background and tank differently. 

Input gray-level values are assigned to output gray-level 

values according to their representative Gaussian 

components. The nonlinear mapping is designed to utilize 

the full dynamic range of the output image. Thus, the 

proposed algorithm improves the overall contrast while 

preserving image details. The HE method over enhances the 

image and destroys the natural appearance of the image. 

The bright input image in Fig. 3(a)  shows an aerial view of 

a junction in a city . Visual verification shows that natural 

look of the enhanced image is retained by the proposed 

algorithm in Fig. 3(c) by preserving the overall shape of the 

gray-level distribution and redistribution of the gray levels 

of the input image within the dynamic range. The BPDFHE 

does not darken the image as done by competing methods. 

But HE method  produces sufficient contrast for the 

different objects to be recognized. 
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Fig 2. Contrast enhancement for grey image tank: (a) 

Original image, (b) Histogram Equalization (c) BPDFHE 

and (d) Enhanced output using proposed method. 
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TABLE  I  PSNR VALUES OF TEST                               IMAGE    

ELAINE 

 
 

 

 
 

 

 

 

 

 

 

 
 

TABLE  II  MSE VALUES OF TEST                                IMAGE    

ELAINE 

 

 

 

 

 

 

 
 

Fig 3. Contrast enhancement for grey image city (a) Original 

image (b) Histogram Equalization (c) BPDFHE and (d) 

Enhanced output using proposed method. 

The PSNR (dB) evaluation scheme is used 

to assess the strength of the filtered image. Since 

image is subjective to the human eyes, visual 

inspection is carried out on the filtered images as 

to judge the effectiveness of the filters in 

removing salt-and-pepper noise.The performance 

of the NAFSM filter was evaluated on the  basis 

of comparison of PSNR with existing techniques 

like aconventional median filter, hybrid median 

(HMF) filter. 

Fig 4. (a), (b) and (c) shows the test image 

Elaine 

corrupted with 90%, 50% and 10%  salt and 

pepper noise respectivley. Table I shows the 

PSNR values for the same image for a 

conventional median filter, hybrid media 

sameimage for a conventional median filter, 

hybrid median(HMF) filter and the NAFSM filter. 

It is clear that NAFSM has better noise filtering 

action compared to other filters like HMF and 

conventional median filter. From Fig. (d), (e) 

and(f) and the high PSNR values shows that the 

implemented filter (NAFSM) is capable of 

removing high density salt and pepper noise. 
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Percentage   

Of Noise 

Type Of Filter 

Median HMF NAFSM 

10% 22.92 34.27 39.10 

50% 14.82 14.89 31.06 

90% 6.65 6.61 22.66 

Noise(%) Median HMF NAFSM 

10% 331.3 24.29 7.98 

50% 0.0021 2.10 50.89 

90% 0.00014 1.41 352.40 
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Fig 4. Test image Elaine corrupted with (a) 90% (b) 50% (c) 

10% noise respectivley and (d),(e),(f) represents the 

corresponding images after  NAFSM filtering 
 

CONCLUSION 

 

The  automatic image enhancement algorithm 

using Gaussian mixture modelling of an input 

image to perform non-linear data mapping 

generates visually pleasing enhancement on 

different types of images. A noise adapyive fuzzy 

median  filtering was implemented to remove salt 

and pepper noises. It  is able to suppress high-

density of salt-and-pepper noise, at the same time 

preserving fine image details, edges and textures. 

This methodology can not only enhance the 

details, but also maintains the naturalness for the 

nonuniform illumination images. The images 

enhanced by this methodology are visually 

pleasing, artefact free and natural looking. It 

doesnt require parameter tuning. Future works 

focuses on  applying the algorithm to color images 

and for rendering HDR images on conventional 

displays. 
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Abstract - Traditional data transmission over an insecure noiseless channel consists of first compressing data for efficiency and 

then encrypting it for security. Multimedia data requires considerable storage capacity and transmission bandwidth. The data are 

in the form of graphics, audio, video and image. These types of data have to be compressed during the transmission process. Large 

amount of data cannot be stored if there is low storage capacity. Compression is minimizing the size in bytes of a graphics file 

without degrading the quality of image to an unacceptable level. This work proposes a novel scheme for efficient encryption and 

compression of an image for secure transmission. Linear encoding and pseudorandom permutation is used to encrypt an original 

image which provides more efficiency and then the image is compressed with the use of DCT and DWT. After receiving the 

compressed data, with the use of inverse compression algorithm and linear decoding, a receiver can reconstruct the principal 

content of the original image. In this paper, DCT and DWT are compared on the basis of performance parameters, Peak signal to 

noise ratio, Mean square error and Time of the compressed images of DCT and DWT. 

 

Keywords- Image Encryption; Image Compression; Linear Encoding; Pseudorandom Permutation; Discrete Wavelet Transform 

(DWT); Discrete Cosine Transform (DCT). 

 

 

I. INTRODUCTION 

 

     In recent years, compression of encrypted data has 

attracted considerable research interest. The traditional way 

of securely and efficiently transmitting redundant data is to 

first compress the data to reduce the redundancy, and then to 

encrypt the compressed data to mask its meaning. At the 

receiver side, the decryption and decompression operations 

are orderly performed to recover the original data. However, 

in some application scenarios, a sender needs to transmit 

some data to a receiver and hopes to keep the information 

confidential to a network operator who provides the channel 

resource for the transmission. That means the sender should 

encrypt the original data and the network provider may tend 

to compress the encrypted data without any knowledge of 

the cryptographic key and the original data. At receiver side, 

a decoder integrating decompression and decryption 

functions will be used to reconstruct the original data. 

 

    Image compression is very important for efficient 

transmission and storage of images. Demand of 

communication of multimedia data through 

telecommunication network and data accessing through  

 

internet is explosively growing. Image compression is 

minimizing the size in bytes of a graphics file without 

degrading the quality of image to an unacceptable level. 

Large amount of data can’t be stored if there is low storage 

capacity present. A gray scale image that is 256 x 256 pixels 

have 65, 536 elements to store and a typical 640 x 480 color 

image have nearly a million. Downloading of these files 

from internet can be very time consuming task. The 

compression offers a means to reduce the cost of storage and 

increase the speed of transmission. There are two types of 

image compression is present. These are lossy and lossless 

[1]. In lossless compression technique the reconstructed 

image after compression is identical to original image. 

These images are also called noise less, since they do not 

add noise to signal image. This is also known as entropy 

coding. Loss less compression technique is used only for a 

few applications with stringent requirement such as medical 

imaging. : Lossy compression technique is widely used 

because the quality of reconstructed images is adequate for 

most applications. In general, lossy techniques provide for 

greater compression ratios than lossless techniques that are 

lossless compression gives good quality of compressed 

images but yields only less compression whereas the lossy 
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compression techniques lead to loss of data with higher 

compression ratio [2]. 

 

    Several techniques for compressing/decompressing 

encrypted data have been developed. It has been shown in 

[3] that, based on the theory of source coding with side 

information at the decoder, the performance of compressing 

encrypted data may be as good as that of compressing non 

encrypted data in theory. Two practical approaches to 

lossless compression of encrypted black and white images 

and to lossy compression of encrypted Gaussian sequence 

are also introduced. In the former approach, the original 

binary image is encrypted by adding a pseudorandom string, 

and the encrypted data are compressed by finding the 

syndromes with respect to low-density parity-check (LDPC) 

channel code [4]. In the latter one, the original data is 

encrypted by adding an i.i.d. Gaussian sequence, and the 

encrypted data are quantized and compressed as the 

syndromes of trellis code. By employing LDPC codes into 

various bit-planes and exploiting the spatial and cross-plane 

correlation among pixels, a few methods for lossless 

compression of encrypted gray and color images are also 

introduced. In [5], a compressive sensing technique is 

introduced to achieve lossy compression of encrypted image 

data, and a basis pursuit algorithm is appropriately modified 

to enable joint decompression and decryption.  

 

     In most of the above-mentioned schemes for 

compressing encrypted image, the syndrome of channel 

code is exploited to generate the compressed data in lossless 

manner. In this   work, a novel system for lossy and lossless 

compression of encrypted image is proposed. The network 

provider may remove the redundant and trivial data from the 

encrypted image, and a receiver can retrieve the principal 

content of the original image. The compression ratio and the 

quality of the reconstructed image are dependent on the 

values of compression parameters. Here DWT and DCT 

compression methods are compared by using some 

performance parameters. 

 

    The structure of this paper is organized as follows. 

Section 2 explains about the methodology. Section 3 

discusses the experimental results. Finally, conclusion and 

suggestion for future works are given in Section 4. 

II. METHODOLOGY 

 

   In this section the detailed procedure for encryption and 

compression of images are given. 

 

A. Image Encryption 

 

    Assume the original image is in uncompressed format 

and each pixel with a gray value falling into [0, 255] is 

represented by 8 bits. Denote the numbers of the rows and 

the columns in the original image as  𝑁1 and 𝑁2 , and the 

number of all pixels as 𝑁, (𝑁 = 𝑁1 × 𝑁2). Then, the amount 

of bits of the original image is 8. 𝑁. For image encryption, 

the data sender pseudorandomly permutes the pixels and the 

permutation way is determined by a secret key [7]. The 

permuted pixel-sequence is viewed as the encrypted data. A 

number of permutation-based image encryption methods can 

be used here. Since only the pixel positions are permuted 

and the pixel values are not masked in the encryption phase, 

an attacker without knowledge of the secret key can know 

the original histogram from an encrypted image. To improve 

the secrecy, the pixel values can be masked or changed 

using a linear encoding algorithm shown in Fig.1. The linear 

encoding algorithm performs in the column vector. 

 

 
Fig. 1.  Linear Encoding 

In linear encoding, image is converted into a column vector. 

The pixels are grouped into a particular size specified by a 

key-span. If extra pixels are required to complete the 

specified group then padding is used, for that the length to 

be padded is find. These sets are then multiplied by a lower 

triangular matrix which is generated in the encoding 

algorithm by the use of key and serves as the secret key for 

pixel value encryption. The pixels are then transformed to 

original image format.   

B. Image Compression 

    In the compression procedure, both lossy and lossless 

compressions are introduced. DCT and DWT algorithms are 

used to implement compression of images.  

1. Discrete Cosine Transform (DCT) 

    The discrete cosine transform (DCT) [1] is a technique 

for converting a signal into elementary frequency 
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components. It is widely used in image compression. Here 

we develop some simple functions to compute the DCT and 

to compress images. Image Compression is studied using 2-

D discrete Cosine Transform. The original image is 

transformed in 8-by-8 blocks and then inverse transformed 

in 8-by-8 blocks to create the reconstructed image. The 

inverse DCT would be performed using the subset of DCT 

coefficients. The discrete cosine transform (DCT) helps 

separate the image into parts (or spectral sub-bands) of 

differing importance (with respect to the image's visual 

quality). The DCT is similar to the discrete Fourier 

transform: it transforms a signal or image from the spatial 

domain to the frequency domain Fig. 2. 

 
 

Fig. 2. Transformation of function into DCT 

 

    A discrete cosine transform (DCT) expresses a sequence 

of finitely many data points in terms of a sum of cosine 

functions oscillating at different frequencies. The 2-D 

discrete cosine transform (DCT) is an invertible linear 

transform and is widely used in many practical image 

compression systems because of its compression 

performance and computational efficiency. DCT converts 

data (image pixels) into sets of frequencies. The first 

frequencies in the set are the most meaningful; the latter, the 

least. The least meaningful frequencies can be stripped away 

based on allowable resolution loss. DCT-based image 

compression relies on two techniques to reduce data 

required to represent the image. The first is quantization of 

the image’s DCT coefficients; the second is entropy coding 

of the quantized coefficients [1]. 

The forward 2D_DCT transformation is given by the 

following equation: 

 

           

𝐶 𝑢, 𝑣 = 𝐷 𝑢 𝐷 𝑣   𝑓 𝑥, 𝑦 cos  
𝜋 .𝑢

2𝑁
 2𝑥 +𝑁−1

𝑦=0
𝑁−1
𝑥=0

                               1cos𝜋.𝑣2𝑁2𝑦+1   
                                                                   (1) 

 

 

Where, 𝑢, 𝑣 = 0,1,2,3, … . 𝑁 − 1 

The inverse 2D-DCT transformation is given by the 

following equation: 

 

𝑓 𝑥, 𝑦 =   𝐷 𝑢 𝐷 𝑣 𝐷 𝑢, 𝑣 cos  
𝜋𝑢

2𝑁
 2𝑥 +𝑁−1

𝑣=0
𝑁−1
𝑢=0

1cos𝜋𝑣2𝑁2𝑦+1            (2) 

 

Where                  

                  𝐷 𝑢 =  
1

𝑁
 

1

2
  𝑓𝑜𝑟 𝑢 = 0 

𝐷 𝑣 =  
2

𝑁
 

1

2

  𝑓𝑜𝑟 𝑢 = 1,2,3 … . .  𝑁 − 1  

 

The basic operation of the DCT is as follows: 

 The input image is N by M 

 f (i,j) is the intensity of the pixel in row i and 

column j 

 F (u,v) is the DCT coefficient in row k1 and 

column k2 of the DCT matrix. 

 For most images, much of the signal energy lies at 

low frequencies; these appear in the upper left 

corner of the DCT. 

 Compression is achieved since the lower right 

values represent higher frequencies, and are often 

small - small enough to be neglected with little 

visible distortion. 

 The DCT input is an 8 by 8 array of integers. This 

array contains each pixel's gray scale level 

 8 bit pixels have levels from 0 to 255. 

 When desired, the image is reconstructed through 

decompression, a process that uses the Inverse 

Discrete Cosine Transform (IDCT). 

 

2. Discrete Wavelet Transform (DWT) 

 

    Wavelet Transform has become an important method for 

image compression. Wavelet based coding provides 

substantial improvement in picture quality at high 

compression ratios mainly due to better energy compaction 

property of wavelet transforms [8]. Wavelets are functions 

which allow data analysis of signals or images, according to 

scales or resolutions. The DWT represents an image as a 

sum of wavelet functions, known as wavelets, with different 

location and scale. It represents the data into a set of high 

pass (detail) and low pass (approximate) coefficients. 

Mathematically DWT can be expressed as: 

 

                      DWTX n = dj,k =  x n hj
∗  n − 2jk               

(3) 

 

DWTX n = aj,k =  x n gj
∗  n − 2jk                       

(4) 
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The coefficients 𝑑𝑗 ,𝑘  are called detail components of signal 

x(n) and coefficients 𝑎𝑗 ,𝑘  are called approximation 

components. The functions g(n) and h(n) refer to the 

coefficients of low pass and high pass filters with 

parameters j and k as wavelet scale and translation factors.  

     The input data is passed through set of low pass and high 

pass filters. The output of high pass and low pass filters are 

down sampled by 2.The output from low pass filter is an 

approximate coefficient and the output from the high pass 

filter is a detail coefficient. This procedure is one 

dimensional (1-D) DWT. but in this research work we are 

using two dimensional (2-D) DWT. In case of in two 

directions, both rows and columns. The outputs are then 

down sampled by 2 in each direction as in case of 1-D 

DWT. Output is obtained in set of four coefficients LL, HL, 

LH, HH. The first alphabet represents the transform in row 

where as the second alphabet represents transform in 

column. The alphabet L means low pass signal and H means 

high pass signal. LH signal is a low pass signal in row and a 

high pass in column. Hence, LH signal contain horizontal 

elements. Similarly, HL and HH contains vertical and 

diagonal elements, respectively [9]. As shown in Fig.3 at 

each level, approximation sub-band is decomposed into the 

above mentioned four sub-bands.  

 

 

 

 

                             

                               Level 1               Level 2             Level 3                                                 

 

Fig. 3.  Flow chart of the DWT decomposition 

In this research work, haar wavelet is used [10], each block 

of the image is then passed through the two filters: high pass 

filter and low pass filter. The first level decomposition is 

performed to decompose the input data into an 

approximation and the detail coefficients. After obtaining 

the transformed matrix, the detail and approximate 

coefficients are separated as LL, HL, LH, and HH 

coefficients. All the coefficients are discarded, except the 

LL coefficients. The LL coefficients are further transformed 

into the second level. The process continues for one more 

level. The coefficients are then divided by a constant scaling 

factor (SF) to achieve the desired compression ratio. Finally, 

for data reconstruction, the data is rescaled and padded with 

zeros, and passed through the wavelet filter. 

 

3. Performance Measure 

     The performance of both DCT and DWT compression 

are measured on the basis of performance parameters Peak 

signal to noise ratio (PSNR), Mean square error (MSE) and 

Time of the compressed images of DCT and DWT. PSNR is 

the quality measurement between the original image and the 

reconstructed image which is calculated through the Mean 

Square Error (MSE). The MSE represents the cumulative 

squared error between the compressed and the original 

image, whereas PSNR represents a measure of the peak 

error. It is most easily defined via the mean squared error 

(MSE) which for two m×n monochrome images I and K 

where one of the images is considered a noisy 

approximation of the other is defined as:  

 

MSE =
1

MN
   I i, j − K i, j  2N−1

j=0
M−1
i=0                   

(5) 

 

                        PSNR = 10 log
2552

MSE
                                       

(6) 

    Where I(i, j) is the input image and K(i, j) is the output 

image. The development of the system includes the 

generation of the codes for each of the above steps and 

finally we can measure the performance of the proposed 

method.  

III. RESULT AND DISCUSSION                                                                           

    Two test images, Bats man and Tiger are used to evaluate 

the proposed work with size 256×256 ,shown in Fig.4; Fig. 

5. Shows the encrypted images of Fig.4 (a) with and without 

linear encoding. The output images are shown in Fig.6, 

which includes the compressed, decompressed and 

decrypted images of DCT algorithm.Fig.7, shows the output 

images of DWT algorithm.  

                 

                                                   
            (a)                                                (b) 

Fig. 4. Test Images: (a) Bats man, (b) Tiger 

 

Input 

Image 

 

LL        LH 

HL       HH 
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(a)                                            (b) 

Fig. 5. Encrypted Images: (a) without linear encoding, (b)with linear 

encoding 

 

 
 

 

(a)                                           (b) 

 

                                            
(c) 

 
Fig. 6. Output Images of DCT: (a)Compressed image, (b)Decompressed 

image, (c)Decrypted image 

.                              
       

 
               

(a)                                        (b) 

 

 

 
                                             (c) 

 
Fig. 7. Output Images of DWT: (a) Compressed image, (b) Decompressed 
image, (c)Decrypted image 

 

Table.1.Comparison based on Mean Square Error (MSE), 

Peak Signal to Noise Ratio (PSNR) and Execution Time 

 

       Parameters                                                    

               

   

   Images 

 

Mean 

Square 

Error 

(MSE) 

Peak 

Signal to 

Noise 

Ratio 

(PSNR 

in db) 

Execution 

Time 

(in sec) 

 

 

 

DCT 

 

Bat 

man 

 

 

0.0036 

 

24.46 

 

527.83 

 

Tiger 

 

 

0.0036 

 

24.45 

 

524.73 

 

 

 

DWT 

 

Bats 

man 

 

 

0.0006 

 

31.71 

 

5.58 

 

Tiger 

 

 

0.0006 

 

31.72 

 

6.29 

    The performance of both DWT and DCT are evaluated 

using the PSNR and MSE. The Table.1 shows the 

comparison of DCT and DWT methods. PSNR is high for 

DWT and also the execution time is less. Since the MSE of 

DWT is much smaller, there is no degradation in the 

reconstructed image compared to DCT. 
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CONCLUSION  

 

This work proposes a novel idea for efficiently 

compressing and securely encrypting image and designed a 

practical scheme made up of image encryption and 

compression. The original image is encrypted by 

pseudorandom permutation and linear encoding, and then 

compressed by DCT and DWT compression algorithm. In 

the encryption phase of the proposed system, the pixel 

positions are shuffled and the pixel values are masked.Thus 

by providing a secure encryption scheme. DWT provides 

higher compression ratios & avoids blocking artifacts. DCT 

produces some degradation in the reconstruction whereas 

DWT does not, and also DCT need  more execution time 

than DWT. Thus for image compression, DWT is more 

suitable. Still the DCT and DWT offers new research 

directions that are being explored in the current and 

upcoming image/video coding standards. 
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Abstract: Significant improvements in area, delay, and power can be achieved with truncated multipliers. Fixed-width multipliers 

generate n-bit (instead of 2n-bit) products with low product error, but use only about half the area and less delay when compared 

with a standard parallel multiplier. In them, cost-effective carry-generating circuits are designed, respectively, to make the 

products generated more accurately and quicklyThe proposed method aims at tree reduction using proper ratio of full adders and 

half adders. The advantage of doing so, is experimentally we can achieve better area. The output is in the form of LSB and MSB. 

Using the most significant methods like reduction, deletion, truncation, rounding and final addition in order to compress the LSB 

part. In previous related papers, to reduce the truncation error we use error compensation circuits. But  here, there is no need of 

error compensation circuits, and the final output is precise. 

 

Keywords:Computer arithmetic, faithful rounding, fixed- width multiplier, tree reduction, and truncated multiplier. 

 

 

I. INTRODUCTION 

MULTIPLICATION is one of the most area consuming 

arithmetic operations in high-performance circuits. As a 

consequence many research works deal with low power 

design of high speed multipliers. Multiplication involves 

two basic operations, the generation of the partial products 

and their sum, performed using two kinds of multiplication 

algorithms, serial and parallel. 

Serial multiplication algorithms use sequential circuits with 

feedbacks: inner products are sequentially produced and 

computed. Parallel multiplication algorithms often use 

combinational circuits and do not contain feedback 

structures. Multiplication of two bits produces an output 

which is twice that of the original bit. It is usually needed to 

truncate thepartial product bits to the requiredprecision to 

reduce area cost. Fixed-width 

Multipliers, a subset of truncated multipliers, compute only 

n most significant bits (MSBs) of the 

2n.bit.product.for.n×n.multiplication.and.use.extra.correctio

n/compensation circuits to reduce truncation errors. 

 

 

 

 

In previous related papers, to reduce the 

truncation.error.by.adding.error.compensation circuits. So 

that the output will be précised. 

In this approach jointly considers the tree reduction, 

truncation, and rounding of the PP bits during the design of 

fast parallel truncated multipliers so that the final truncated 

product satisfies the precision requirement. 

In our approach truncation error is not more than 1ulp (unit 

of least position), so there is no need of error compensation 

circuits, and the final output will be précised. 

 

 
II. REDUCTION SCHEMES OF PARALLEL 

MULTIPLIERS 

 

PP (partial product) generation produces partial 

product bits from the multiplicand and multiplier. PP 

reduction is used to compress the partial product bits to two. 

Finally the partial products bits are summed by using carry 

propagate addition. Two famous reduction methods are 

available, 

1. Dadda tree  

2. Wallace tree  

Dadda reduction performs the compression operation 

whenever it required. Wallace tree reduction always 
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compresses the partial product bits. In the proposed method, 

uses RA reduction method. So that the final bit will be 

reduced. 

In the proposed truncated multiplier design, 

introduces .column-by-column reduction. Here two 

reduction schemes are used, to minimize  

 

the half adders in each column because the full adder has 

high compression rate when compared to HA. 

A. Scheme1 and Scheme2  

 

Fig. 1 shows the reduction procedure of Scheme 1, 

reduction starting from the least significant column. Column 

height is h, including the carry bits from least significant 

columns, are also shown on the top row where the columns 

that need HAs are highlighted by square boxes. Fig. 2 shows 

the technology schematic of scheme 1 using Mentor 

Graphics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Reduction Procedure of Scheme1 

 

These methods mainly discuss about the cost compensation. 

By comparing the methods of Dadda, Wallace and RA with 

scheme1 and Scheme2, the reduction of bits are better, so 

the area can be saved higher than the former methods. From 

the literature survey it is clear that various researchers are 

working in these areas to optimize the same. Compression 

ratio also takes up its major concern here, were it plays a 

crucial role when output precision is concerned. Fig. 3 

shows the reduction procedures by scheme 2 to each column 

of partial product bits, reduction starting from the least 

significant column. 

Scheme 1 having minimum CPA (carry propagate 

addition) bit width as twice reduction efficiency when 

compared to the Wallace method which produces the same 

result as that of RA method. 

Fig. 2 Shows reduction procedure of scheme2. 

Scheme 1 is only used to determine whether an HA is 

needed and how many FAs are required in the per-column 

reduction that does not exceed the maximum number of 

Carry Save Additions in reduction levels. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.Reduction Procedure of Scheme2 

 

The scheme1, scheme2 and proposed multiplier 

architecture has been simulated and synthesized using 

XILINX ISE Design Suite 13.2. From the synthesized 

results, the scheme 1 and scheme 2 has 1056 and 822 

number of gates. The proposed multiplier has only 582 

gates.Area utilization by the proposed method is less when 

compared to scheme 1 and scheme 2.  

 

III. PROPOSED TRUNCATED MULTIPLIER 

 
The objective of a good multiplier is to provide a physically 

compact, good speed and low power consuming chip. To 

save significant power consumption of a VLSI design. In a 

truncated multiplier, several of the least significant columns 

of bits in the partial product matrix are not formed. Figure 5 

Show 8x8 truncated multiplication.(a) deletion, reduction 

and truncation. (b) Deletion, reduction, truncation, and final 

addition. 

In the first step deletion operation is performed, that 
removes all the avoidable partial product bits which are 
shown by the light gray dots (fig 3). In this deletion 
operation, delete as many partial product bits as possible. 
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Deletion error ED should be in the range −1/2 ulp ≤ ED≤ 
0.Hereafter, the injection correction bias constant of 1/4 ulp. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.Proposed Truncated Multiplier 

 
The deletion error after the bias adjustment −1/4 ulp ≤ 
ED≤1/4 ulp. In Fig. 5, the deletion of partial product 
bitsstarts from column 3 by skipping the first two of partial 
product bits. After the deletion of partial product bits, 
perform column-by-column reduction of scheme 2. 
After the reduction, perform the truncation, which will 
further remove the first row of (n -1) bits from column 1 to 
column (n-1). It will produce the truncation error which is 
in the range of −1/2 ulp ≤ ET≤ 0. Hence introduction of 
another bias constant of ¼ ulp in truncation part. So the 
adjusted truncation error is −1/4 ulp ≤ ET≤1/4 ulp. 
 

B.  Rounding and Final Addition 
 
All the operations (deletion, reduction, and truncation) are 
done, finally the PP bits are added by using CPA (carry 
propagate addition) to generate final product of P bits. 
Before the final CPA, add a bias constant of ½ ulp for 
rounding. Rounding error is in the form of - 1/2 ulp ≤ 
ER≤1/2 ulp. The faithfully truncated multiplier has the total 
error in the form of –ulp<E=(ED+E T+ER) ≤ulp. 
 
C.  Proposed Algorithm 
 
In proposed architecture we can multiply 8x8 bits, and the 
bits are reduced in step by step manner. Deletion is the first 
operation performed in Stage 1 to remove the PP bits, as 
long as the magnitude of the total deletion error is no more 
than 2

−P−1
.Then number of stages to reduce the final bit 

width without increasing the error. 
 

In normal truncated multiplier design, the architecture 

produces the output with some truncation error. But in the 

proposed design of truncated multiplier the truncation error 

is not more than 1 ulp, so the precision of the final result is 

improved. Fig. 3 shows proposed truncated multiplier. 

This reduces the area and power consumption of the 

multiplier. It also reduces the delay of the multiplier in 

many cases, because the carry propagate adder producing 

the product can be shorter. 

 

IV. IMPLIMENTATION OF.FUTURE. 

ENHANCEMENT 

 
Truncated multiplier can be effectively implemented in FIR 

filter structure. Conventional FIR filer performs ordinary 

multiplication of co-efficient and input without considers 

the length. 

Thus the structure can be made effective by replacing the 

existing multiplier with the proposed fixed width truncated 

multiplier for visible area reduction. Fig. 4 shows the 

architecture of FIR Filter. 

 

 

 

 

 

 

 

 

 

Figure 4.Fir Filter 

V. EXPERIMENTAL RESULTS  

 
By using the Synthesis tool is 

Modelsim..The.proposed.system.is.implement-ed by using 

FPGA-Spartan 3E.This methods are mainly applicable in 

DSP systems. 
 
A. Power Analysis  

 

The scheme1, scheme2 and proposed multiplier architecture 

has been simulated and synthesized using XILINX ISE 

Design Suite 13.2. From the synthesized results, it is found 

that the scheme 1 consumes 185mW, scheme 2 consumes 

176mW. The proposed multiplier consumes low power of 

88mW when compared to scheme 1 and scheme 2. 
 
B. Area Analysis  
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Table 1.Area Analysis of the Scheme 1, 2 & 

Proposed 

 

Parameter Scheme 1 Scheme 2 Proposed 

    

 

No. of Gate 

counts 1056 822 582 

    

 

The table 1 shows that the proposed method 

reduces the power and area than the previous 

methods. When compared to previous methods the 

precision is improved. 

 

VI. SIMULATION RESULTS 

 

 
 

Figure 5. Scheme1 Results 

 

 

 
 

Figure 6. Scheme2 Results 

 

 

 
 

Figure 7.Proposed Fixed Width Multiplier 

 

 

 
 

Figure 8.Fir with Proposed Multiplier 

 

 CONCLUSION  

 
There are many works proposed to reduce the truncation 

error by adding error compensation circuits so as to produce 

a précised output. In this approach jointly considers the tree 

reduction, truncation, and rounding of the PP bits during the 

design of fast parallel truncated multipliers, so that the final 

truncated product satisfies the precision requirement. 

In this approach truncation error is not more than 1ulp, so 

there is no need of error compensation circuits, and the final 

output will be précised. The scheme1, scheme2 and 

proposed multiplier architecture has been simulated and 

synthesized using XILINX ISE Design Suite 8.1. 

From the synthesized results, it is found that the scheme 1 

consumes 185mW, scheme 2 consumes 176mW. The 

proposed multiplier consumes low power of 88mW when 

compared to  

.scheme 1 and scheme 2. The scheme 1and scheme 2 has 

1056 and 822 number of gates. The proposed multiplier has 

only 582 gates. Area utilization by the proposed method is 

less when compared to scheme 1 and scheme 2. 
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Abstract: Supply chain management (SCM) has become a potentially valuable way of acquiring competitive advantage and 

improving organizational performance. Supply chain management practices (SCMP) are defined as the set of activities undertaken 

by an organization to promote effective management of its supply chain. The importance of SCM in the achievement of 

organizational performance has been highlighted in many studies. The purpose of this study is to propose supply chain 

management practices (SCMP) and Organizational Performance (OP) model for Kerala PSU’s. This paper develops a framework 

showing the effect of SCMP and competitive advantage on organizational performance. Data for the study were collected from 

PSU’s in Kerala by developing a questionnaire and conducting survey among top level managers in the marketing and purchase 

department of Kerala public sector units(PSU’s). And the relationships proposed in the framework were tested using structural 

equation modeling (SEM) approach using the software WARPpls. 

 

Keywords: Competitive advantage, SCMP, SEM, Organizational performance, WARPpls 

 

I. INTRODUCTION 

The goal of Supply Chain Management (SCM) is to 

integrate both information and material flows flawlessly 

across the supply chain as an effective competitive weapon. 

The Global Supply Chain Forum consists of top executives 

of leading firms from a wide variety of industries, such as 

communications and technology, consumer packaged goods, 

fashion apparel, commodity merchandising, automotive 

manufacturing, household plumbing and accessories, and 

consumer electronics. Member companies represent all 

possible locations across a supply chain: original suppliers, 

manufacturers of industrial products (business to business), 

manufacturers of consumer products, distributors,  

 

and retailers. Therefore, the view presented by the Global 

Supply Chain Forum represents combined knowledge and 

experiences from leading firms in the corresponding 

industry.[17-19] Organizations began to realize that it is not 

enough to improve efficiencies within an organization, but 

their whole supply chain has to be made competitive. The  

 

 

understanding and practicing of supply chain management 

(SCM) has become an essential prerequisite for staying 

competitive in the global race and for enhancing profitably 

[1–4]. 

Council of logistics management defines SCM as the 

systematic, strategic coordination of the traditional business 

functions and tactics across these businesses functions 

within a particular organization and across businesses within 

the supply chain for the purposes of improving the long-

term performance of the individual organizations and the 

supply chain as a whole. SCM has been defined to explicitly 

recognize the strategic nature of coordination between 

trading partners and to explain the dual purpose of SCM: to 

improve the performance of an individual organization, and 

to improve the performance of the whole supply chain.[1,6]. 

The purpose of this study is therefore to empirically test a 

framework identifying the relationships among Supply chain 

management practices, competitive advantage and 

organizational performance. The Supply chain management 

practices are defined as the set of activities undertaken by an 
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organization to promote effective management of its supply 

chain. The Supply chain management practices are proposed 

to be a multi-dimensional concept, including the 

downstream and upstream sides of the supply chain. 

Operational measures for the constructs are developed and 

tested empirically, using data collected from respondents to 

a survey questionnaire. Structural equation modeling is used 

to test the hypothesized relationships.[14-16]  

The remainder of this paper is organized as follows. Section 

2 presents the literature review, provides the definitions and 

theory underlying each dimension of Supply chain 

management practices, discusses the concepts of 

competitive advantage and organizational performance, and 

develops the hypothesized relationships. The research 

methodology and analysis of results are then presented. 

 

II. LITERATURE REVIEW 

The practice of SCM is also known by other terms such 

as relationship marketing and global account management 

[8]. The review of literature revealed that SCMP has been 

studied and used in many organizations. Different constructs 

which affect organizational performance are SCMP and 

competitive advantage. These are discussed below, 

 

2.1 Supply chain management practices 

 

 SCM practices have been defined as a set of 

activities undertaken in an organization to promote effective 

management of its supply chain. Donlon describes the latest 

evolution of SCM practices, which include supplier 

partnership, outsourcing, cycle time compression, 

continuous process flow, and information technology 

sharing. Tan et al. use purchasing, quality, and customer 

relations to represent SCM practices, in their empirical 

study. Alvarado and Kotzab include in their list of SCM 

practices concentration on core competencies, use of inter-

organizational systems such as EDI, and elimination of 

excess inventory levels by postponing customization toward 

the end of the supply chain.[22] Tan et al.  identify six 

aspects of SCM practice through factor analysis: supply 

chain integration, information sharing, supply chain 

characteristics, customer service management, geographical 

proximity and JIT capability. Chen and Paulraj use supplier 

base reduction, long-term relationship, communication, 

cross-functional teams and supplier involvement to measure 

buyer–supplier relationships. Min and Mentzer  identify the 

concept SCM as including agreed vision and goals, 

information sharing, risk and award sharing, cooperation, 

process integration, long-term relationship and agreed 

supply chain leadership. Thus the literature portrays SCM 

practices from a variety of different perspectives with a 

common goal of ultimately improving organizational 

performance. In reviewing and consolidating the literature, 

seven distinctive dimensions, including supplier selection, 

strategic supplier partnership, demand management, 

Outsourcing management, customer relationship, level of 

information sharing, quality of information sharing are 

selected for measuring SCM practice.[20] 

 

2.2 Competitive advantage 

 

 A competitive advantage is an advantage gained 

over competitors by offering customers greater value, either 

through lower prices or by providing additional benefits and 

service that justify similar or possibly higher prices. 

Competitive advantage is the extent to which an 

organization is able to create a defensible position over its 

competitors.[21] It comprises capabilities that allow an 

organization to differentiate itself from its competitors and 

is an outcome of critical management decisions.[5] The 

empirical literature has been quite consistent in identifying 

price/cost, quality, delivery, and flexibility as important 

competitive capabilities[1]. Suhong Li identifies Price, 

quality, delivery Dependability, Product innovation, time to 

market.[1] Che Yao Chen et al identify inventory, Quality 

and Delivery rate.[5] Based on the above, the dimensions of 

the competitive advantage constructs used in this study are 

Price, Quality, Time to market, Product innovation. 

 

2.3 Organizational performance 

 

Organizational performance refers to how well an 

organization achieves its market-oriented goals as well as its 

financial goals. The short-term objectives of SCM are 

primarily to increase productivity and reduce inventory and 

cycle time, while long-term objectives are to increase 

market share and profits for all members of the supply 

chain. Any organizational initiative, including supply chain 

management, should ultimately lead to enhanced 

organizational performance.[5] A number of prior studies 

have measured organizational performance using both 

financial and market criteria, including return on investment 

(ROI), market share, profit margin on sales, the growth of 

ROI, the growth of sales, the growth of market share, and 

overall competitive position.[7] In line with the above 

literature, the same items is adopted to measure 

organizational performance in this study. 
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III. RESEARCH FRAMEWORK 
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FIG 1 Research framework 

Fig. 1 represents the SCM framework developed in this 

research. The framework proposes that SCM will have an 

impact on organizational performance both directly and 

indirectly through competitive advantage [1,2]. Using 

literature support, the expected relationships among SCM, 

Competitive advantage and organizational performance are 

developed, and hypotheses relating these variables are 

developed  

 

3.1 Research hypotheses 

 

SCM practice is expected to increase an organization’s 

market share, return on investment [1], and improve overall 

competitive position [2]. For example Customer relation 

practices have also been shown to lead to significant 

improvement in organizational performance [1]. The higher 

level of information sharing is associated with the lower 

total cost, the higher-order fulfillment rate and the shorter-

order cycle time [5]. Based on the above it is hypothesized 

that: 

H1: The higher the level of SCMP, the higher the level of 

organizational performance. 

 

For example, strategic supplier partnership can improve 

supplier performance, reduce time to market [1], and 

increase the level of customer responsiveness and 

satisfaction [2]. Information sharing leads to high levels of 

supply chain integration by enabling organizations to make 

dependable delivery and introduce products to the market 

quickly. Information sharing and information quality 

contribute positively to customer satisfaction  and 

partnership quality [1,2,5]. Postponement strategy not only 

increases the flexibility in the supply chain, but also 

balances global efficiency and customer responsiveness [1]. 

The above arguments lead to. 

H2: Firms with high level of CRM will have high levels of 

competitive advantage. 

An organization offering high quality products can charge 

premium prices and thus increase its profit margin on sales 

and return on investment. An organization having a short 

time-to-market and rapid product innovation can be the first 

in the market thus enjoying a higher market share and sales 

volume.[1] Therefore, a positive relationship between 

competitive advantage and organizational performance can 

be proposed. 

H3: The higher the level of competitive advantage, the 

higher the level of organizational performance. 

 

1. Methodology 

 

The purpose of this study is to determine the relationship 

between the strategic development of supply chain 

management practice (SCMP), competitive advantage and 

organizational performance. Surveys were used to collect 

data. Three measures were used in this study; SCMP, 

organizational performance, and competitive advantage. 

 

4.1 Procedures 

    

Data for this study were collected using a 20-item survey 

administered to top management executives from a variety 

of industries. The survey was administered from April 2014 

to July 2014. Survey was conducted among top level 

managers of Kerala PSU’s. The survey included a cover 

page that further described the purpose of the study. 

Participation was strictly voluntary; all respondents’ 

anonymity was maintained. 

The initial survey was pilot tested with a group of 

academicians with the purpose of collecting feedback on the 

instrument to identify confusing and/or misleading items, 

identify items and/or scale overlap, ensure item clarity and 

brevity, and identify the time required to complete the 

survey.  Comments and observations were used to create the 

final survey. 

The methodology adopted for this study is given as follows: 

(1) collection of literature to identify different factors 

affecting organizational performance. (2) 

 

Develop a framework to show how these factors will affect 

organizational performance. (3) Developing questionnaire 

and collecting responses from the targeted group. (4) 

SCM Practices 

 Supplier Selection 

 Strategic Supplier 

Partnership 

 Demand Management 

 Outsourcing 

Management 

 Level of information 

sharing 

Level of information 

quality 

 Customer 

Relationship 

Management 

 
Competitive 

Advantage 

 Price 

 Quality 

 Time to 

Market 

 Product 

innovation 

 Aftersales 

service 

Organization

al 

Performance 

 Market 

performan

ce 

 Financial 

performan

ce 
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Statistical analysis of data using SPSS. (5) Framework 

testing using SEM. 

The questionnaire for this survey is prepared with the help 

of instruments established through previous researches. The 

questionnaire consists of a total of 20 questions distributed 

among individual profile, competitive advantage, CRM, 

organizational performance. The questionnaire employed a 

five point interval scale for the measurement. The individual 

profile of the employees comprised of designation, 

department, experience etc. Competitive advantage consists 

of price, quality, time to market, product innovation, after 

sales service etc. [1,2,3]. CRM consists of customer 

satisfaction, customer expectation, and relationship with 

customer etc. [2]. 

 

4.2 Participants 

 

The population chosen for the study was drawn from among 

the top level managers from different PSU’s situated in 

Kerala especially from the marketing and purchase 

department. The sampling method used for this study is 

convenient sampling. 

The questionnaire was distributed to top level managers of 

different manufacturing industries in person. The internal 

consistency of the collected data is carried out using 

Statistical Solution for Software Solution (IBMSPSS 

Statistics Version.21). From the analysis, Cronbach’s alpha 

(measure of internal consistency) was found to be 0.832 in 

organizational performance, 0.712 in SCMP, and 0.821 in 

Competitive advantage respectively(Table I) Thus it 

indicates a good level of internal consistency for the 

collected data. 

 

Table I Cronbach’s values for reliability tests on various 

constructs 

Constructs Cronbach’s Alpha 

SCMP 0.712 

CA 0.821 

OP 0.832 

 

2. RESULTS 

 

The purpose of this thesis is to determine if the supply chain 

management practices (CRM) were positively related to 

competitive advantage and organizational performance.  

This chapter summarizes the findings of analysis conducted 

on data collected using the Survey.  The three hypotheses 

were evaluated using Structural equation modeling. 

Structural Equations 

 

In the case of measurement model there are 28 factors to be 

measured. Each of the factors is manifested by different 

variables. That is the latent variables are measured using 

indicator variables. In the path diagram supply chain 

management practices (SCMP) is measured by 28 indicator 

variablesSCMP1,SCMP2,… SCMP28  . Similarly the latent 

construct Competitive Advantage (CA) is measured by 8 

indicator variables.  Organizational performance (OP) by 6 

indicators. 

In confirmatory factor analysis the basis is that the latent 

construct are the causes of the manifest (indicator) variables. 

By drawing the arrowhead from latent construct to the 

indicator variable we are actually restricting the model. The 

parameter depicting the relationship between Supply chain 

management practices and SCMP1 is denoted by λ11 that is 

1 the subscript of SCMP1 and Supply chain management 

practices considered as the first variable.  

Before writing the equations, for simplicity all the latent 

factors can be represented under single variable say X. 

Therefore in the equations Supply chain management 

practices will be represented by X1, Competitive Advantage 

by X2   , Organizational performance by X3. Now the 

equations are as follows: 

SCMP1 = λ11X1 + 0*X2 + 0*X3 + e1 

SCMP2 = λ21X1 + 0*X2 + 0*X3 + e2 

…………………………………… 

SCMP28 = λ41X1 + 0*X2 + 0*X3 + e28 

CA29 = 0*X1 + λ52X2 + 0*X3 + e29 

…………………………………… 

CA36 = 0*X1 + λ92X2 + 0*X3 + e36 

OP37   =0*X1 + 0*X2 + λ103X3 + e37 

…………………………………… 

OP41= 0*X1 + 0*X2 + λ143X3 + e41 

In the measurement model we have taken all the latent 

variables without designating which of them are endogenous 

latent variables and exogenous latent variables. In path 

analysis or structural model we have to specify which of 

them are endogenous and exogenous. Here γ is used to find 

the relationship between exogenous and endogenous latent 

variables. In this model Supply chain management practices 

and Competitive advantage are exogenous latent constructs. 

Organizational Performance is the endogenous latent 

construct.  

For the simplicity of writing equation, certain variables are 

represented by letter:  

Supply chain management practices as S, Competitive 

advantage as A, and Organizational Performance as O 

So the equation can be written as,  

O = µOC * S + µOA * A + e 

 

The theoretical framework illustrated in Fig. I has three 

hypothesized relationships among the variables SCMP, 

Competitive Advantage, and Organizational Performance. 

Fig. 4 displays the WARPpls model with results. Based on 

the result, we can say that competitive advantage 

significantly related to organizational performance 

(β=0.21,P=0.05). This significant association is a reflection 

of that the variables SCMP and CA vary in concert with one 

another that is the two variables are strongly and positively 

correlated.[9] .And SCMP and OP are also significantly 

related (β=0.29, P=0.02). For a strong relation the P value 
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should be less than 0.05(P<0.05) and β(Path coefficient) 

value should be higher. Here both holds good. SEM model 

drawn in the WARPpls software shown below with its 

values (fig 4). 

And the model fit indices values shown in table 5 say that 

the model is fit. 
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I. INTRODUCTION 

Energy harvester gained a great amount of 

attention due to the recent advances in wireless 

technology allowing sensors to be flexible placed 

in remote locations and operate at very low power 

for low powered electronic devices [6]; especially 

when being placed in a remote area, micro scale 

energy harvesting is preferable. Energy harvesting 

is also described as capture and storage or direct 

use of ambient energy for human purposes [21]. 

Piezoelectric crystals can be uses its property to 

transfer ambient motion (usually vibration) into 

electrical energy that may be stored and used to 

power other devices. The phenomenon of the 

generation of voltage under mechanical stress is 

known as piezoelectric effect. The output power 

generated will be effective at the instances that 

obtain mechanical resonance for the time varying 

inputs from its generator [3]. By implementing 

power harvesting devices, portable systems can be 

developed that do not depend on traditional 

methods for providing power, such as the battery, 

which has a limited operating life. 

 Most piezoelectric electricity sources 

produce power on the order of milliwatts, too small 

for system application. Davion et al. [4] pointed  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

that energy source such as solar, vibration, thermal 

and other potential energy sources, and described 

the mathematical model of each energy source 

[27]. This method is that changes the solar cells 

array from series to parallel or series-parallel mixed 

way to find out a best array that output the 

maximum power [24]. This method also can be 

used in other energy source. Vehicles driving along 

the highway or city street generate vibration as the 

vehicle tread encounters the texture of the 

pavement and the vehicle suspension undulates 

from variations in height along the roadway [1]. 

The kinetic energy contained in these movements 

of vehicle goes unused on a system level; although 

these processes are part of the physics in creating a 

comfortable and functional ride in a vehicle and 

maintaining traction [12]. This energy can 

effectively and efficiently convert to electrical 

energy by using the application of piezoelectric 

effect.  

The study aims to develop of a complete, 

integrated multi-source piezoelectric energy 

harvest (M-PEH) electromechanical system, which 

can harvest energy from high frequency ambient 

source by enhancing the power output using multi-
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Abstract— Energy harvester gained a great amount of attention due to the recent advances in wireless technology 

allowing sensors to be flexible placed in remote locations and operate at very low power for low powered electronic 

devices; especially when being placed in a remote area, micro scale energy harvesting is preferable. Piezoelectric 

energy harvesting is a promising technology for extracting the power from environmental vibrations. It generates 

the electrical power of few orders of amplitudes which is sufficient to drive several autonomous electrical devices. 

Such vibration-based energy harvester enhances the power output by increase the effective area of force or 

pressure. When the application area reduces, the performance of the generator drastically reduces. In this line, 

present work first studies the various factors affecting the amount of power harvested. Simplest model to be started 

is with a single source piezoelectric energy harvester. To enhance the power harvesting capability of such simplest 

system over a wide bandwidth range, a multi-source energy harvester system is explained in the present work. 

Multi-source energy harvester is achieved by increased area by developing a piezoelectric stack with increased 

number of parallel cantilever beam. Its capability to work over a range of frequency and number of stack for 

required power output is mathematically predicted. The system uses an appropriate interface circuit, SECE 

interface which can enhance the power output of the harvester. The continuous beam models based on Euler theory 

is considered in this thesis which is solved using Finite Element Method. Results are validated with ANSYS 

solutions. As a next step, the multi-source harvesting problem is considered to know the modeling issues and 

amount of power harvested. In shock absorber motion of motorbike while driving through the road the effective 

vibration is utilize to harvest power. Results are satisfactory when compared to operate a piezoelectric stack.  

 

Keywords - Energy Harvesting, Multi-Source Piezoelectric Energy Harvesting, SECE interface, Piezoelement stack 
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source technique. The ambient low frequency 

vibration is up-converted to a high resonant 

frequency one by the periodic impacts between the 

driving beam and the generating beams. To 

enhance the power harvesting capability of such 

simplest system over a wide bandwidth range, 

increase the available area effect of piezoelectric 

element. It is done by using multi-source stack.  

In this paper, the generation of energy 

harvesting is take advantage of a piezoelectric 

cantilever based harvester. For piezoelectric energy 

harvesting, a composite cantilever beam is the most 

common way for accumulating vibration energy 

from host structure. In this study, stack will act as a 

number of cantilever beams arranged in parallel 

where piezoelement are mounting over each stack. 

In order to attain more power piezoelement are 

arranged in series and parallel connection. Multi-

source piezoelectric energy harvester is connected 

to SECE interface circuit which reduces impedance 

mismatch with respect to other interface circuit and 

capacitors in this circuit act as temporary storage 

unit. Solidwork model of the stack is generated and 

evaluated using FEA and validated by ANSYS. 

Paper follows by overview of piezoelement 

 

II. OVERVIEW OF PIEZOELECTRIC 

ELEMENT 

Piezoelectricity, also called the piezoelectric 

effect, is the ability of certain materials to generate 

an alternating current, voltage when subjected to 

mechanical stress or vibration, or to vibrate when 

subjected to an AC voltage, or both. The generation 

of electric field is proportional to the stress. The 

most common piezoelectric material is quartz. 

Certain ceramics, Rochelle salts, and various other 

solids also exhibit this effect.  

Vibration-to-electricity conversion is a 

potential source for self-sustaining wireless sensor 

network in many environment. Low level 

vibrations occur in many environments including: 

large commercial building, industrial 

environments, automobiles, aircraft, ships, trains, 

and household appliances. Low level vibration 

source could generate about 300-800μW/cm³ in 

such environment. A stress is the function of a 

piezoelectric device, such as compression from 

outside forces, impact force. The first application 

of stress will generate voltage and current (power) 

within the material, but the stress must be relaxed 

in order for the material to generate power again. 

The amplitude and frequency of the signal is 

directly proportional to the mechanical deformation 

of the piezoelectric material. The resulting 

deformation causes a change in the surface charge 

density of the material so that a voltage appears 

between the electrode surfaces. 

The electrical charges developed by piezo 

element decay with a time constant that is 

determined by the dielectric constant and the 

internal resistance of the element, as well as the 

input impedance of the interface electronics to 

which the film is connected. Practically speaking, 

the lowest frequency measurable with piezo 

element is in the order of 0.001Hz. 

For best performance, the piezoelectric 

energy harvester should be excited mostly around 

its resonance frequency, deviation from the 

resonance frequency significantly reduces the 

output voltage.  

 

Table 1: List of vibration source with their 

maximum accelerations and corresponding 

frequency 

Vibration 

Source 

Peak 

Acceleration 

(m/s²) 

Frequency 

of Peak 

(Hz) 

Base of a 5 HP 3-

axis machine tool  

10 70 

Door frame just 

after door closes  

3 125 

Kitchen blender 

casing  

6.4 120 

HVAC vents in 

office building  

0.2-1.5 60 

Wooden deck 

with people 

walking  

1.3 385 

Washing machine  0.5 109 

Motor bike shock 

absorber  

5 25 

 

The design model should consider the 

resonant frequency of the piezoelectric element. 

Select the piezoelement with respect to the 

frequency available so that it can attain a resonant 

frequency enable large amount of power output.  

Piezoelectric vibration energy harvesters 

have advantages of high energy density, non-

electromagnetic interface and easy integration with 

MEMS. To enhance the power harvesting 

capability of such simplest system over a wide 

bandwidth range, increase the available area effect 

of piezoelectric element. It is done by using multi-

source stack. 

An effective source of piezoelectric 

harvester is vehicle suspensions which produces a 

large broadband frequency.  
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Fig. 2.1: Integrated road-vehicle harvesting model 

 

Fig. 2.1 Explains the possibility of harvesting 

from vehicle. Harvester from road, pavement 

already excited, so principle of enhancing can 

make advantage from the methods. To enhance the 

power harvesting capability of such simplest 

system over a wide bandwidth range, increase the 

available area effect of piezoelectric element. It is 

done by using multi-source stack. 

 

III. MULTI-SOURCE PIEZOELECTRIC 

ENERGY HARVESTER 

Piezoelement theory: Piezoelectric materials 

are materials that convert mechanical energy from 

vibrations, force and pressure into electricity. At 

present, polycrystalline ceramic is the most 

common piezoelectric material. Typically, the 

constitutive equations for a piezoelectric material 

are given by following equation.  

dE
V

ζ
δ     (3.1) 

dζεED         (3.2) 

 

where δ is mechanical strain, ζ is the mechanical 

stress, Y is the modules of elasticity (Young’s 

Modules), d is the piezoelectric strain coefficient, E 

is the electric field, D is the electrical displacement 

(charge density),  ε is the dielectric constant of the 

piezoelectric material. . The open circuit which 

means that the electrical displacement (D) is zero is 

defined as:  

ζ
ε

dt
OC

V


    (3.3) 

where t is thickness of the piezoelectric material. 

Power harvested by a piezoelectric is given by:  

Y

kσ
E

y

2

22

    (3.4) 

Maximum energy available is 17.7mJ/cm³. 

Piezoelectric material has high energy density, high 

conversion efficiency and other excellent 

advantageous, this method has been widely used in 

ambient energy harvesting. 

 

PZT is best for the application purpose. It is 

investigated the energy storage characteristics of a 

power harvesting system consisting of a PZT, full-

bridge rectifier and a capacitor. Their work 

discussed the effect of various parameters on the 

efficiency of the storage circuit. Following their 

analytic investigation a prototype was developed 

and stated to have an efficiency of over 35%, more 

than three times greater than a solar cell.  

To improve the robustness and efficiency 

of an energy harvester, a few studies have been 

carried out and the harvesters with wider 

bandwidth have been proposed or built. Three 

major ways are used to achieve a wider bandwidth 

for the piezoelectric harvesters which are (1) 

nonlinear stiffness, (2) bi-stable vibration and (3) 

multiple harvesters. While this approach has 

enjoyed great success in many aspects, there are 

two shortcomings. The first one is the low power 

area density and the second is the pronounced 

power reduction at off-resonance. The former is 

hard to improve due to limitations in the area of 

devices and the latter requires sophisticated 

techniques for frequency tuning by developing 

adjustable stiffness structures or the use of 

nonlinear techniques. This has motivated a 

prototype based on the use of multiple piezoelectric 

oscillators, since such a design allows multi-source 

deployment of structures to give increased power 

area density in a confined space. In addition, the 

overall bandwidth of an array structure can be 

enlarged by suitably adjusting the resonance of 

each oscillator. 

A properly designed interface circuit plays 

a key role in the optimization of piezo elements. 

The applications of piezo element span from toys 

to military sensors and interfacing to electronics is 

highly application dependent. In many cases, piezo 

element can be directly connected to electronic 

circuits without special interface considerations. 

However, for those cases where an interface circuit 

is required, the following 3 steps are 

recommended: 

 

1. Consider the frequency range and signal 

amplitude requirements over the desired 

dynamic range. 

2. Choose a proper load resistance to assure 

the low end operating frequency and to 

minimize signal loss due to the loading 

effect. 

3. Select a buffer circuit if the signal level is 

small. If a high value load resistance is 

needed, a low leakage high impedance 

buffer amplifier is recommended.  

 

Energy harvesting applications makes use of a 

single piezoelectric harvester or cantilever beam, 

which is called single source piezoelectric energy 
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harvesting (S-PEH). In reality, S-PEH has some 

inherent limitations, for example, low power 

density and narrow operating frequency. 

In this paper, new technique called multi-

source interface circuit is used. Multi-source said 

that the cantilever attached with each other in a 

stack. The equivalent electrical impedance of a 

nonlinear full-bridge rectifier is difficult to 

compute in practice, and it cannot be considered a 

constant because of its intermittent conduction. 

While cases of serial and parallel connection of 

multiple piezoelectric elements have been 

investigated, we still lack a scalable and practical 

energy harvesting interface for M-PEH. 

To optimize the performance of energy 

harvesting on bridge systems, vibration-based 

energy harvesting is studied for various bridges 

under different conditions.  

 

 
Fig. 3.2: Equivalent model of the cantilever-type 

piezoelectric energy harvester. 

 

A type of interface simple, low-cost, 

nonlinear process to improve the efficiency of 

energy extraction, which is called the Synchronized 

Switch Harvesting on Inductor (SSHI) technique. 

Based on SSHI technique, some improved 

interfaces have been developed to enhance its 

performance, e.g. Double Synchronized Switch 

Harvesting (DSSH), Self-Power SSHI(SP-SSHI), 

SSHI with Magnetic Rectifier (SSHI-MR), 

Velocity Control SSHI (V-SSHI). Unfortunately, 

the standard interface and the SSHI interface both 

encounter the problem of impedance mismatching 

between the transducer and the load. Therefore, a 

technique called Synchronous Electric Charge 

Extraction (SECE), which adds a temporary storage 

unit to implement load decoupling, has been 

developed for these interfaces. These techniques 

can accelerate the charging process and improve 

the efficiency of energy extraction. However, they 

all require extra energy to support their active 

components in fact. While the energy generated 

from the piezoelectric element is usually low. In 

short, these above techniques have the same 

voltage threshold and power consumption due to 

the use of active components. Several interesting 

solutions that use mechanical switches instead of 

these active components in the circuit have been 

proposed, most of which utilize the motion of the 

piezoelectric cantilever beam to close mechanical 

contact and activate the switch control. 

 

Scalable SECE Interface for M-PEH 

The scalable standard interface for M-

PEH is derived from the full-wave rectifier bridge 

circuit, where half of the full-wave rectifier bridge 

has been replaced by the middle point filtering 

capacitance pair (Cf1, Cf2), and the other half has 

been replaced by pairs of rectifying diodes (D𝑛1, 

D𝑛2), which corresponds with the number of 

piezoelectric elements. To obtain the rectified 

voltage, one output port of each piezoelectric 

element connects to the middle point of its 

rectifying diode-pair, and another output port of 

each piezoelectric element connects with the 

middle point of the filtering capacitance-pair. 

Assume that the rectifying diodes are ideal. When 

the absolute value of the i-th piezoelectric voltage 

Vp  is less than the rectified voltage VDC 1 (resp. 

VDC 2), the i-th rectifying diode-pair is blocked and 

the i-th piezoelectric element is in open circuit, 

causing the piezoelectric voltage Vp  to vary with 

thedisplacement. Conversely, when the absolute 

value of the piezoelectric voltage Vp  equals the 

rectified voltage VDC 1 (resp. VDC 2),the rectifying 

diode D𝑛1 (resp. D𝑛2) conducts and the current 

flows from the i-th piezoelectric element to the 

filtering capacitance Cf1 (resp. Cf2). Multiple 

piezoelectric elements conducting at the same time 

can enhance the total charging current. The energy 

extraction process of the i-th piezoelectric element 

terminates when its piezoelectric voltage Vp   drops 

to below the rectified voltage VDC 1 (resp. VDC 2), 

and the current Ip   cancels simultaneously. 

Owing to the direct connection between 

the piezoelectric element and the storage unit, the 

harvested power of the other interfaces such as 

scalable standard interface and scalable series- 

SSHI interface for M-PEH is seriously influenced 

by the problem of impedance mismatching. But, 

the fact of impedance mismatching is almost 

unavoidable even though it has a match initial 

value. To overcome this difficulty, the scalable 

SECE interface for M-PEH, which adds an 

inductor  Li and a switch  Si to each piezoelectric 

element, has been proposed. Unlike the scalable 

series-SSHI inter-face, the inductor  Li of the 

scalable SECE interface is installed between the ith  

rectifying diode-pair and the filtering capacitance 

pair, which acts as a temporary storage unit to 
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implement the technique of load decoupling.  

The SECE technique divides the energy 

extraction process into two stages. First, when the 

local extreme displacement of the ith  piezoelectric 

harvester occurs, the switch  Si is closed for a very 

short period and the energy in the ith piezoelectric 

element is transferred to the inductor Li. Then, the 

switch  Si  opens and the energy stored in the 

inductor  Li  is transferred to the storage 

capacitance  C𝑓1 (resp. C𝑓2). Figure 3.7 displays the 

schematic of the scalable SECE interface for M-

PEH. 

The governing differential equation of this 

SDOF system in its linear range is given by (3.1) in 

which F is the equivalent external excitation force 

on the mass, and 
pF is the restoring force due to 

the piezoelectric element.  

 

      FFKuDuM ps                        (3.5) 

The expressions of the harvested power of these 

scalable M-PEH interfaces are derived as follows. 

According to the principle of the SECE technique, 

the harvested power of the 

 
Fig. 3.3: Schematic of the scalable SECE interface 

for M-PEH. 

scalable SECE interface for M-PEH is a function of 

each peak piezoelectric voltage PMiV , and has no 

relation theoretically with the load resistance R. 

Therefore, the expression of the harvested power of 

the scalable SECE interface for M-PEH can be 

described by     
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where, PiI  is the current of the ith  piezoelectric 

element and correspond to the displacement 

 

IV. MATHEMATICAL FORMULATIONS 

An accurate model of a piezoelectric energy 

harvester plays a very important role in the study, 

design and application of the energy harvesting 

system. The modeling of piezoelectric materials 

has been studied thoroughly in the last century. The 

direct and inverse piezoelectric effects can be 

accurately described through the equations with a 

piezoelectric stain coefficient or piezoelectric stress 

coefficient. However, a more accurate model of a 

piezoelectric composite beam which is the typical 

formation of a piezoelectric energy harvester is in 

urgent demand for the study of energy harvesting.  

Voltage and power output of single 

piezoelement very low compared to that required, 

in order to enhance both voltage and power output 

a stack is designed in cantilever beam model and 

piezoelement are arranging series and parallel 

connections. 

Considering the low natural frequency of 

bridge structures, a cantilever with a single 

piezoelectric layer is used for the energy harvester 

in the present study to reduce the stiffness of the 

cantilever beam and therefore the fundamental 

natural frequency of the harvester. Apply Newton’s 

second law of motion to the differential element in 

the y direction to obtain  
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where ρ is the material density and A is the cross-

sectional area of the element. The quantity A 

represents mass per unit length in the x direction. 

The consistent mass matrix for a two-dimensional 

beam element is given by   



L

0

T(e) [N]dx[N]ρA][m                 (4.2) 

 

Substitution for the interpolation functions and 

performing the required integrations gives the mass 

matrix as
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and it is to be noted that we have assumed constant 

cross-sectional area in this development. 

 

V. RESULTS and Discussions   

Single cantilever model in solid works is 

shown below. Calculation conducted for ABS 

material which is (i) Good impact resistance with 

toughness and rigidity (ii) Metal coating have 

excellent adhesion to ABS (iii) Formed by 

conventional thermoplastic methods (iv) A light 

weight plastic 

 

 
Fig. 5.1: Cantilever beam  

 

Selected material is Acrylonitrile Butadiene 

Styrene (ABS)  

 

Specifications of single cantilever beam, 

  Length, l   = 90mm 

  Breadth, b = 58mm 

  Height, h   =2mm  

 

The table 5.3 shows the properties of the 

Acrylonitrile Butadiene Styrene (ABS) material  

 

Table 5.1: Properties of ABS 

 

Property  Value  

Density, ρ  1.42g/cm³  

Tensile Strength  40-50N/mm²  

Young’s Modulus, E  2.00GPa  

Poisson’s Ratio  0.42  

 

By applying the equation  
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4.3Hz1  ; 29.58Hzω2   

 

Analysis in ANSYS 

Compared with the traditional analytical 

modeling, finite element analysis (FEA) is a more 

tractable approach to predicting he dynamic 

response of a harvester. The finite element analysis 

(FEA) simulation was performed using 

ANSYS.14.5. The finite elements in ANSYS that 

can be used to model the piezoelectric devices 

include 2NODE 188 and 3NODE 189 elements the 

specific descriptions of these elements can be 

found in the ANSYS theory manual 

 

Table 5.2: ANSYS Analysed Result 

SET FREQUENCY 

1 1.629 

2 4.6672 

3 10.398 

4 14.117 

5 23.915 

6 30.231 

7 34.295 

8 36.731 

9 45.473 

10 57.583 

 

 
Figure 5.2: Deflection for frequency 4.667Hz 

 

 
Fig. 5.3: Deflection for frequency 23.914Hz 
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Fig. 5.4: Deflection for frequency 57.583Hz 

 

VI. SOLIDWORKS MODEL OF THE 

PIEZOELEMENT STACK 

Cantilever beams stack into case and 

piezoelements are mounting over it. Each stack 

contains six piezoelement.  By considering the 

performance, features, durability, conformance and 

aesthetic aspects find an optimized position for the 

placing the multi-layer piezoelectric energy 

harvester. 

 

 
Fig/ 3.8: Single stack of cantilever beam 

 

 
Fig. 3.9: Piezoelement stack 

 

 

CONCLUSIONS 

Harvesting energy from the ambient 

environment is generally considered to be the best 

way to power small electronic devices, especially 

for those installed in irreplaceable and inaccessible 

locations. Converting mechanical energy to 

electrical energy using piezoelectric materials 

seems to be the most promising solution for 

powering these devices.  

In this project, an integrated piezoelectric 

energy harvester is designed to scavenge enhanced 

energy. A single piezoelement is not sufficient for 

the generation of the application. Thus the design 

of a multi-source piezoelement stack of cantilever 

beams and combination of series and parallel 

connections of piezoelements are mounted for 

obtaining the required voltage and power. 

Acrylonitrile Butadiene Styrene (ABS) is used for 

modeling the cantilever beam stack. Synchronous 

Electric Charge Extraction (SECE) interface is 

used for enhancing the power output of the 

piezoelement stack which offers reduction in 

impedance mismatching. Piezoelectric stack was 

modeled in SOLIDWORKS. 

Analyzed the modal analysis using FEA 

analysis and validated it with ANSYS software. An 

experiment was conducted based on single stack of 

PEH. Analysis gave a sufficient value of power 

output which can multiply by increasing the 

number of stacks.  

Further work can be carried out by 

considering integrated circuit of the interface 

circuit. Study can be conducted based on low 

frequency input utilization for energy harvesting.  
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I. INTRODUCTION  

  Dynamics of pipe conveying fluidshave 

many practical applications. They are encountered, 

for example, in the form of exhaust pipes, refinery, 

air-conditioning ducts, pipes carrying fluids in 

chemical and power plants, in offshore 

platformsrisersand tubes in heat exchangers and 

power plants. The fluid inside the pipe dynamically 

interacts with the pipe motion that causes the pipe to 

vibrate. 

  Studies regarding fluid-conveying pipes 

have been discussed in a number of papers. A 

survey by Paidoussis [1] regarding the subject 

indicates that more than 200 papers have been 

written in the open literature. The early 

contributions to the literature are by Ashley and 

Haviland [2], Feodosyev [3], Housner [4], 

Benjamin T. B. [5], and Naguleswaran S. and 

Williams C. J. H. [6]. They all studied flexural 

vibration of a pipe conveying a fluid. Crandall [7] 

and Dimarogonas A. D. and Haddad S. [8] 

developed the equations of motion of fluid 

conveying pipes using Euler-Bernoulli beam theory 

kinematics. Paidoussis and his coworkers [9-14] 

studied dynamics of pipes conveying fluid using the 

Euler-Bernoulli beam theory and the Timoshenko 

beam theory. Semler, et al. [14] derived a set of 

nonlinear geometrical equations of motion of fluid 

conveying pipes. The linear vibration of the system 

has been understood for some time Linear models 

are found. However, when the fluid flow velocity 

approaches a critical value, it gets in serious error 

[15] or the pipe performs large-amplitude vibration 

of in-plane force components (which are a function 

of the vibration shape) have a marked effect.  

 

   

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Recently some effort has been devoted to 

assessing non-linear dynamic behavior mainly by 

using numericaland analytical methods [16]. 

However, numerical work on the non-linear 

vibration of pipes conveying fluid is quite limited. 

  Subsequently,Housner[3] derived the 

equations of motion of a fluid conveying pipe more 

completely and developed an equation relating the 

fundamental bending frequency of a simply 

supported pipe to the velocity of the internalfluid 

flow. He also stated that at certain critical velocity, 

a statically unstable condition could exist. Long 

[17] presented an alternate solution to Housner's[3] 

equation of motion for the simply supported end 

conditions and fixed-free end conditions. He 

compared the analysis with experimental results to 

confirm the mathematical model. His experimental 

results were rather inconclusive since the maximum 

fluid velocity available for the test was low and 

change in bending frequency was very small. Other 

efforts to treat this subject were made by Benjamin, 

Niordson [18] and Ta Li. Other solutions to the 

equations of motion show that type of instability 

depends on the end conditions of the pipe carrying 

fluid. If the flow velocity exceeds the critical 

velocity pipes supported at both ends bow out and 

buckle. Cantilever pipes fall into flow induced 

vibrations and vibrate at a large amplitude when 

flow velocity exceeds critical velocity. 

  The present work implements numerical 

solutions method, more specifically the Finite 

Element Analysis (FEA) to obtain solutions for 

simply supported boundary conditions and fluid 

flow characteristics. The governing dynamic 

equation describing the structural vibrations due to 
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internal fluid flow has been formed. The governing 

equation of motion is partial differential equation 

that is fourth order in spatial variable and second 

order in time. A finite element model is created to 

solve the equation of motion. For simply supported 

boundary condition, based on the user defined 

parameters natural frequency for free vibration is 

calculated for first three mode. The effects of flow 

velocity on the vibration frequency of the pipe 

conveyingfluids are investigated. 

 

II. MATHEMATICAL MODELLING 

A. Equation of Motion 

Consider a pipe of length L, modulus of 

elasticity E, and its transverse area moment I. A 

fluid flows through the pipe at pressure p and 

density ρ at a constant velocity v through the 

internal pipe cross-section of area A. As the fluid 

flows through the detecting pipe it is accelerated, 

because of the changing curvature of the pipe and 

the lateral vibration of the pipeline. The vertical 

component of fluid pressure applied to the fluid 

element and the pressure force F per unit length is 

applied on the fluid element by the tube walls 

oppose these accelerations. 

 

 
 

Fig. 1 Simply-supported pipe carrying fluid 

 

The equation of motion is  

 

 

 
4 2 2 2

2

4 2 2
2

w w w w
EI MU MU M m

x x x t t

   
   

    
 (1) 

 

EI is pipe flexural rigidity, M is the fluid 

mass per unit length, flowing with a steady flow 

velocity U, m is the pipe mass per unit length, and 

w is the lateral deflection of the pipe; x is the axial 

coordinate and t is time. The first term in the 

equation (1) represents the force due to bending of 

the pipe conveying fluids, the second term 

represents the force that conform fluid to the 

Curvature of Pipe, the third term is the force 

required to rotate the fluid element as each point in 

the span rotates with angular velocity. Which result 

inCoriolis Effect or the coriolis force. The fourth 

term result of Inertia of the pipe and the fluid 

flowing through it. 

 

B. Finite Elment Model 

By using the Galerkin technique, the finite 

element equations are formulated and the different 

matrices for element length l are used here. The 

equation of motion for the coupled fluid structure is 

  

        1 2M C K -K 0w w w     

     (2) 

 

 These assembled matrices are solved for the 

natural frequency and onset of instability of a 

cantilever and simply supported pipe carrying fluid 

has been analyzed. 

 

C. Results And Discussions 

In the paper, free vibration equation of the 

fluid conveying pipe has been derived and the 

corresponding finite element codes are formulated 

and the analysis has been done using MATLAB. In 

order to analyze the effect of flow velocity on the 

frequency we assume a 3.2 m long aluminum pipe, 

with a 2.54 cm diameter and 1.67mm thick wall. 

The flowing liquid is water. The other parameters 

are ρA=.384kg/m,E=68.9×
910 Pa,I=8.64×

4-9

10 m
, m=.342kg/m. 

 

Figure 2 shows the imaginary components of 

dimensionless frequency   , function of 

dimensionless flow velocity nv  for the first three 

modes of the simply supported aluminum pipe 

conveying fluid. When nv =0,   is an imaginary 

number and equal to the natural frequency of a 

simply supported pipe.The imaginary component 

of   decreases as the flow velocity increases. Im (

 ) are equal to zero for the first mode, When flow 

velocity increases to . Thiscorresponds to the 

divergence instability of the aluminum. The 

divergence instability of the second mode takes 

place when the dimensionless flow velocity reaches 

about 2 . For the divergence instability, the 

critical flow velocity is independent of frequency 

because it is a static behavior. Beyond the velocity, 

the combination of the first and second modes 

occurs, and the frequency becomes conjugate 

complex. This implies that the pipe undergoes a 

coupled mode flutter. 
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Fig. 2Imaginary component of dimensionless 

frequency as function of dimensionless flow 

velocity for the first three modes of a simply 

supported pipe conveying fluids 

 

 Figure 3 shows the real component of the 

dimensionless frequency  as function of 

dimensionless flow velocity nv  for the first three 

mode of simply supported pipe conveying fluid. 

The real component gives the damping 

characteristics of the pipe. 

When nv =0, the real component of the 

dimensionless frequency  remains zero. This 

implies that the fluid flow in the nanotube does not 

contribute to damping of the SWCNT. As the flow 

velocity increases to  theIm(   ) and Re ) are 

zero for the first mode. As the flow velocity 

increases further the frequency of the first mode 

purely real. Further increasing the flow velocity the 

real part of the first mode is coupled with the 

second mode and this indicates the onset of coupled 

mode flutter 

 
Fig. 3 Real component of dimensionless frequency 

as function of dimensionless flow velocity for the 

first three modes of a simply supported pipe 

conveying fluids 

 

CONCLUSIONS 

  The flow of fluids in a pipe has many 

dynamical effects and correspondingly for a simply 

supported case the analysis has been done and it is 

found that 

 Increasing the flow velocity the natural 

frequency of the pipe decreases and at 

critical velocity the natural frequency gets 

to zero and pipe instability occurs  

 For flow velocity less than the first 

divergence flow velocity, the real part 
of is zero; i.e., the fluid flow does not 

contribute to damping. As the flow 

velocity increases, the imaginary part of 

  in decreases with flow. 

 The pipe loses stability first by 

divergence. It is the same as that of a pipe 

subjected to an axial compression of 

magnitude
2v . Because the divergence is a 

static phenomenon, the critical flow 

velocity for divergence is independent of 

  
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I. INTRODUCTION 

A   shell   is   a   type   of   structural   

element   which   is characterized by its geometry, 

being a three-dimensional solid whose thickness is 

very small when compared with other dimensions, 

and in structural terms, by the stress resultants 

calculated in the middle  plane displaying 

components which are  both  coplanar  and  normal  

to  the  surface.  There  are different types of shell 

elements such flat shell elements, curved shell 

elements, axisymmetric shell elements and, 

Mindlin type degenerated solid elements. Based on 

thickness shell elements are again classified into 

two types. They are thick and thin shell elements. 

The formulation of thin shell elements are based on 

discrete krichoff theory and thick shell elements are 

based on mindlin theory. Isoparametric elements 

are useful for modelling structures with irregular 

boundaries [1]. The word isoparametric indicates 

that the same functions are used to define the shape 

and displacements of the element. It is often 

difficult to model the geometry of a structure with 

just the regular shaped triangular or rectangular 

elements [2]. Isoparametric elements are useful for 

modelling structures; since the isoparametric 

elements can have curved sides. Such elements are 

formulated using higher order interpolation 

functions. The first developed arbitary shell  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

structure was triangular flat shell elements by 

Green et.al in 1961 [3]. Shells with cylindrical 

shapes or regular curved surfaces can be modeled 

using rectangular or quadrilateral flat shell 

elements. Zienkiewicz (1971) recommended 

modelling curved surface by a series of flat shell 

elements, rather than using the more complex 

curved shell elements. He suggested developing a 

built up element by combining membrane and plate 

bending elements to develop a flat shell elements 

[4]. Bathe and Ho (1981) studied two approaches 

for the development of shell elements [5]. The first 

approach is to use the higher order isoparametric 

elements, which are formulated on the basis of 

three dimensional stress conditions and using the 

higher order shape functions and integration 

scheme. The second approach is to use lower order 

shell elements, which are developed by 

superimposing previously available membrane and 

plate bending elements and hence obtaining the 

membrane and bending properties of the shell 

element. Fernando and Eugenio presented a 

formulation for analysis of thin elastic membranes 

using a rotation-free shell element within an 

explicit time integration strategy [6]. 

The focus of this thesis is to develop 

curved shell elements for the finite element 
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analysis of thin shell structures. The curved shell 

elements are developed by combining membrane 

elements with plate bending elements. An 

important aspect of the  work is  to  implement 

these elements on the  computer using an object 

oriented approach and the MATLAB software. 

MATLAB was chosen as the programming 

language for this work; since MATLAB is an 

object oriented programming Language. 

A finite element analysis program that 

calculates deflections was also developed in order 

to verify the accuracy of these elements [7]. This 

program was written in Matlab using the object 

oriented approach. The results obtained for a series 

of test problems were compared with those from a 

commercial finite element analysis program. 

 

II. SHELL THEORY 

A.   DEGENERATION 

The idea of the degeneration concept is to 

eliminate nodes from a solid element by imposing 

on it kinematic constraints and assumptions, that 

represent shell-like behaviour. In principle a shell 

structure is a special type of solid structure and one 

may be tempted to model the structure by solid 

elements as shown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Degeneration Process of A) 20-Node Solid 

Element to B) 16-Node Solid Element to                 

C) 8-Node Shell Element. 

 

A four nodes element is obtained by degenerating 

the eight nodes solid element as shown in Figure 2 

and 3 [8]. 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Four Nodes Shell Element Degenerated 

from Eight Nodes Solid Element 

 

 

 

 

 

 

 

 

 
 

Fig. 3: Four Nodes Shell Element 

 

A point in a shell structure can be 

expressed by a vector sum of two vectors. The first 

vector is a position vector from the origin of the 

coordinate system to a point on the surface of the 

shell element. The second vector is a position 

vector from this reference to a point under 

consideration.  

A generic point on a shell may now be 

described in terms of the position vectors of the 

nodes and the shape functions [9]. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B.   STRAIN-DISPLACEMENT RELATION 

Six  strain  components  are  computed  

from  equation  by taking the derivative with 

respect to the x i be written in matrix form as 
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C. JACOBIAN MATRIX 

 
 

 
 

 
 

 
D. CONSTITUTIVE MATRIX  

 

Stresses and strains can be expressed as 
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E. ELEMENT STIFFNESS MATRIX 

 

The element stiffness matrix is computed from 

 

 

 
 

 
 

The local nodal degrees of freedom vector in 

equation include for the proper coordinate 

transformation as shown below 

 

 

 

 

 

As a result, the element stiffness matrix should be 

explained to incorporate the degrees of freedom at 

each node, as shown in equation. Then, the 

transformed element stiffness matrix is 

 
 

 
F. MASS MATRIX  

 

The consistent mass matrix (me) for the shell 

element is given by 

 

 
 

 
III. TEST EXAMPLES AND VEIFICATION OF 

RESULTS  

 

A. IMPLEMENTATION OF THE CURVED SHELL 

ELEMENT IN MATLAB  

The pinched-cylinder problem has been widely 

used to test shell elements. The physical problem is 

presented in Figure. 4 [10]. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Problem Sketch – Pinched Cylinder  

 

The thin circular cylindrical shell is 

subjected to equal and opposite point loads and the 

ends are restrained by rigid diaphragms as shown 

in Figure 5.4. A thin-walled cylinder is pinched by 

a force F at the middle of the cylinder length. The 

specifications of the pinched cylinder is given as 

Elastic modulus, E = 10.35*106 psi, Poisson’s 

ratio, υ = 0.3125, Length of the cylinder, l = 10.35 

in, Radius, r = 4.953 in, Thickness, t = 0.094 in, 

Point load, F = 100 lb. A one-eighth symmetry 

model is used. One-fourth of the load is applied 

due to symmetry. The finite element is discretized 

into 64 elements which have 81 nodes. Each 

element has 4 nodes with 6 degree of freedom per 

node, 3 translational and 3 rotational degrees of 

freedom. Due to symmetry conditions only one 
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octant of the cylinder needs to be considered. 

 

1) Results in Matlab  

 

3D plotting of the shell element is not predefined. 

A code has to be written so that nodes, coordinates, 

connectivity etc. is taken and finally plotted as a 

clean picture. To write a code for plotting, it has to 

rely on logic. The 3D plotting of the curved shell is 

obtained as shown in the Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: 3D Plotting of the Curved Shell Elements 

 

The maximum displacement is obtained at node 73 

as 0.1086 which is shown in the Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Maximum Value of Displacement 

 

2) Results in Ansys  

 

Figure 7 shows a typical mesh used in this solution 

(for 1/8th of the cylinder). This figure 5.6 also 

shows that 6 nodal degrees of freedom have been 

specified at the symmetry lines and otherwise 5 

nodal degrees of freedom have been employed. 

This allocation of nodal point degrees of freedom is 

efficient because then symmetry conditions can be 

easily imposed. In the finite element model, the 

load is applied at the 18th node in downward 

direction (y-axis). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: Meshed Finite Element Model 

 

The deformed shape obtained is shown in the 

Figure 8. The value of the maximum displacement 

is found at node 73 is 0.10996 in. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Deformed and Un-Deformed Shape 

 

The results from the analysis obtained 

from the program and from ANSYS are shown in 

Table. The results shown are the displacements at 

nodes 73 and 50. From Table 1, it is seen that the 

results given by the program are identical to those 

given by ANSYS. Similar results were obtained for 

the other nodes.  

 

Table 1: Comparison of Displacement at Different 

Nodes 

Node Displacem

ent 

Using 

MATLAB 

(in) 

Using 

Ansys 

(in) 

Percentage 

deviation 

(%) 

 

 

73 

ux 0 0 0 

uy 0.1086 0.10996 1.25 

uz 0 0 0 

 

 

50 

ux 0.0195 0.0196 0.51 

uy 0.0552 0.05585 1.17 

uz 0.0001 0.0001 0 
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B. IMPLEMENTATION OF MASS MATRIX IN 

SHELL ELEMENT USING MATLAB  

A cantilever is fixed at one end and other 

end is free.it has the length of 20 cm, thickness of 1 

cm, and height of 4 cm. The material has the elastic 

modulus of 210 GPa and Poisson's ratio 0.3 and 

density of 7800 kg/m3. The cantilever is modeled 

using 50 four node shell elements. The cantilever is 

divided into 50 elements and each element consists 

of 4 nodes. Cantilever is fixed at one end i.e., 

Restraints are provided in the x and y directions at 

the left end of the cantilever.  

The 3D plotting of the cantilever is 

obtained as shown in the Figure 9 in MATLAB. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9: 3D Plotting of Cantilever 

 

The first ten modes of the frequency is obtained as 

shown in Table 2 

M

o

d

e

s 

Frequency (Hz) 

1 211.2408 

2 799.8836 

3 1342.4 

4 1921.9 

 

The cantilever beam was modelled in the ANSYS 

software is shown in the Figure 10. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10: Meshed Model of Cantilever Beam 

 

The results obtained for the first ten modes is given 

in the Figure 11 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 11: Frequency Modes of the Cantilever Beam  

The results from the analysis obtained from the 

program and from ANSYS are shown in Table. The 

results shown are the first ten modes of 

frequencies. From Table 3, it is seen that the results 

given by the program are nearly identical to those 

given by ANSYS. Similar results were obtained for 

the remaining. 

 

Table 3: Comparison of Results 
 

Modes 

Using 

MATLAB 

(Hz) 

Using 

Ansys 

(Hz) 

Percentage 

deviation 

(%) 

1 211.2408 211.41 0.08 

2 799.8836 803.12 0.40 

3 1342.4 1339.5 0.21 

4 1921.9 1901.4 1.06 

 
CONCLUSIONS 

This thesis presented the development of 

curved shell element using the object oriented 

programming concept in MATLAB as an 

alternative to the traditional procedural 

programming approach. A finite element analysis 

program was developed to verify the accuracy of 

the results. 

A series of test example problems were 

analyzed using the developed program. The results 

from these analyses were compared with those 

obtained from the commercial finite element 

analysis program ANSYS in order to verify the 

accuracy of the developed program. 

The results obtained from the analysis of 

the example problems using the curved shell 

element was found to be very accurate when 

compared to those obtained from the MATLAB. 

The difference in displacements computed by the 

two programs was around  1  %.  The  results  

obtained  from  the  analysis  of cantilever problem 

using shell element for mass matrix verification 
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was found to be accurate with a difference of 

around 1 % when compared with those obtained 

from the MATLAB. 
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