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Editorial: 

We cordially invite you to attend the International Conference on Emerging Trends in Engineering 

and Technology (ICET-15), which will be held in Lakme Executive The Business Hotel, Pune on 

November 1, 2015.  The main objective of ICET-15 is to provide a platform for researchers, engineers, 

academicians as well as industrial professionals from all over the world to present their research 

results and development activities in Electrical, Electronics, Mechanical, Civil and Computer Science 

Engineering. This conference provides opportunities for the delegates to exchange new ideas and 

experience face to face, to establish business or research relations and to find global partners for 

future collaboration.  

These proceedings collect the up-to-date, comprehensive and worldwide state-of-art knowledge on 

software engineering, computational sciences and computational science application. All accepted 

papers were subjected to strict peer-reviewing by 2-4 expert referees. The papers have been selected 

for these proceedings because of their quality and the relevance to the conference. We hope these 

proceedings will not only provide the readers a broad overview of the latest research results on 

Electrical, Electronics and Computer Science Engineering but also provide the readers a valuable 

summary and reference in these fields.  

The conference is supported by many universities and research institutes. Many professors plaid  an 

important role in the successful holding of the conference, so we would like to take this opportunity 

to express our sincere gratitude and highest respects to them. They have worked very hard in 

reviewing papers and making valuable suggestions for the authors to improve their work. We also 

would like to express our gratitude to the external reviewers, for providing extra help in the review 

process, and to the authors for contributing their research result to the conference. 

Since October 2015, the Organizing Committees have received more than 120 manuscript papers, 

and the papers cover all the aspects in Electrical, Electronics, Mechanical, Civil and Computer 

Science Engineering. Finally, after review, about 10 papers were included to the proceedings of 

ICET- 2015. 

We would like to extend our appreciation to all participants in the conference for their great 

contribution to the success of International Conference 2015. We would like to thank the keynote 

and individual speakers and all participating authors for their hard work and time. We also sincerely 

appreciate the work by the technical program committee and all reviewers, whose contributions 

make this conference possible. We would like to extend our thanks to all the referees for their 

constructive comments on all papers; especially, we would like to thank to organizing committee for 

their hard work.  
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Abstract- SafePass is a web service which provides an API (Application Programming Interface) for client websites to inculcate a 

secure, picture based and maps based password authentication system. Using SafePass, using just one line of code, websites can 
integrate picture password authentication into them which is then completely handled by the SafePass web service. The user using 

a SafePass client website is presented a SafePass login screen when he logs in. Then, he enters his picture password or a map route 
password which is matched by the algorithm with the stored pattern. If the pattern is correct, then SafePass provides all the details 
of the user to the web site and authenticates him. The picture password and the matching algorithm provide a high degree of 

randomness and hence are very strong to be cracked. 
 

 

Key words- login, picture password, map password, API, authentication 

 

 

 

I. INTRODUCTION 

One of the key areas in security research and practice is 

authentication, the process of determining whether a user 

should be allowed access to a given system or resource. 

Traditionally, alphanumeric passwords have been used for 

authentication. Today other methods, including biometrics 

and smart cards, are possible alternatives. However, 

passwords are likely to remain widely used for some time 

because of drawbacks of reliability, security, or cost of other 

technologies. In particular, smart cards also need PINs and 

passwords, while biometrics raises privacy concerns. 

The security and usability problems associated with 

alphanumeric passwords are collectively called as „„the 

password problem.‟‟ The password problem arises because 

passwords are expected to comply with two conflicting 

requirements, namely: 

A. Passwords should be easy to remember, and the 
user authentication process should be executable 
quickly and easily by humans.   

B. Passwords should be secure, i.e. they should look 
random and should be hard to guess; they should 
be changed frequently, and should be different on 
different accounts of the same user; they should 
not be written down or stored in plain text. 
Meeting both of these requirements is almost 
impossible for users. The problem is well known in 
the security community. Studies going back over 
25 have shown that, as a result, human users tend 
to choose and handle alphanumeric passwords very 
insecurely. 

 
II. BLONDER‟S ALGORITHM 

 
Greg E. Blonder created this method in 1996. In this 
method, a pre-determined image is presented to the user on 
a visual  
display and then  the user  is  required to tap regions  by 

pointing to one or more predefined locations that are present 

on the image (in a  predetermined  order)  as  a  way  of 

proving his or her authorization to  access  the resource.  
According to Blonder this method is secure since it has a 
million of different regions to pick from. 

 

Demerits: The drawback to this algorithm was that the 
amount of predefined click regions was small so the 
password had to be quite long in order for it to be secure. 
Another drawback is, the use of pre-defined click objects or 
regions meant that simple, artificial images, for example 
cartoon-like images, were supposed to be used in place of 
complex real world scenes. 
 

III. PASSPOINT ALGORITHM 

 
The major shortcoming of Blonder‟s Algorithm is that it has 
a very small password space. This is overcome in our 
algorithm.  
The „„password space‟‟ is the set of all passwords that are 
possible for a given password scheme and for a given setting 
of parameters. For example, for alphanumeric passwords of 
length eight over a 64-character alphabet, the number of 
possible passwords is 64^8=2.8*10^14. In our graphical 
password scheme, as we tested it in our empirical study, 
with image size 451*331 and grid square size 20*20 (all 
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measured in pixels)there are about 451*331/20*20 = 373 
grid squares; hence, for passwords consisting of five click 
points, the password space has size 373^5 =7.2*10^12. . 
With the same settings, but with six click points, the 
password space has size 373^6 = 2.69*10^15. If in our 
graphical password scheme the image size is 1024*752 
(roughly the full screen), with grid square size still 20*20 
(all measured in pixels), and with passwords consisting of 
five clicks, the password space will have size 2.6*10^16. 
 

IV. PICTURE PASSWORD 

 
A picture password is basically an innovative type of 
password which involves drawing gestures such as lines and 
circles on a user-chosen image. Since the image is of 
familiarity to the user, the gestures are very hard to forget. 
At the same time, they offer a high degree of randomness 
and hence cannot be cracked easily by a third party. 
 
The   sequence   as   well   as the   direction   of the   entered 
gestures are  also taken into consideration during  matching,  
further increasing the strength. During login, the user has to 
draw (approximately) the same gestures as he did during the 
set up to authenticate himself. 
 
To improve upon the shortcomings of the Blonder 
Algorithm, in 2005, PassPoint was created. Passpoint was 
able to overcome the  
drawbacks of Blonder‟s algorithm to some extent.  In this case 
the image  could be  any  natural  picture  or  painting as well 
as any complex image so  as  to  have  several  possible  click 
points. Apart from  this, a major difference is that  the image  is 
not  secret  and  has  no other role  other  than  that  of  assisting 
the user to  remember the click point.  More importantly, it  is 
not as rigid as the Blonder‟s algorithm which requires the  
setting of artificial predefined click regions with well-
marked boundaries. 
 
The authentication process involves the user selecting 
several points on picture in a particular order. When logging 
in, the user is supposed to click close to the selected click 
points, within some (adjustable) tolerance distance, for 
instance within 0.25 cm from the actual click point. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Example of a picture password 

V. MAP PASSWORD 

 
A map password is similar to a picture password except it 
involves drawing a route on a map to authenticate the user. 
Since the map can be zoomed in as much as the user wishes 
and no. of locations are practically unlimited, this method 
offers a high degree of randomness and security. 

 
A major drawback to using passwords is that very good 
passwords are difficult to remember without any errors 
during the authentication and the ones that are easy to 
remember are too short and simple to be secure. All in all 
studies on human memory indicate that it is quite 
straightforward to remember landmarks on a well-known 
journey. 
 
This suggests that we can use a map as an alternative. For 
example, if a user embarked on a memorable journey some 
time in his life, he can very well recreate the route of the 
journey and can enter it on the map without any difficulty. 
This fact can be leveraged to create a map password. 
Coupling this concept with the readily available and 
complete maps provided by public APIs, the task of 
implementing this type of password becomes easy as well as 
a fool proof and secure way of authentication. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Example of a Map Password 
 

VI. AUTHENTICATION USING API 

 
This system is being implemented not as a standalone 

system, rather as an API (Application Programming 

Interface) for the internet. Developers who wish to integrate 

these types of password authentication on their websites can 

do so with a few lines of program code. The protocol that 

we are using for the data exchange is a simplified version of 

the OAuth 2.0 protocol which is used by all major social 

networks for providing login facility. 
 

This protocol relies on different types of tokens to securely 

exchange data between the applications. The developer of 
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the web site has to first register as an API Client, which will 

enable him to access the API using a secret key. Users of the 

system who log in using this method will be given total 

control over their data and who can access it. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Simplified version of OAuth protocol to be used 
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Abstract- An acoustic dialogued based system provides interface between human and computer as well as execute specific action 

based on this command. Owing to the developments in human computer interface, human and computer has seized communication 

gap. Basically this experiment is carried out for seven commands using low cost microphone. Considering applications of this 

interface in medical field, the experiment is aimed at identifying speech by minimizing speckles noise effect with optimum solution 

for execution of commands. Beside traditional interfaces support sequential and unambiguous input from devices such as keyboard 

and conventional pointing devices, speech driven dialogue-based  interfaces relax these constraints and typically incorporate a 

broader range of input devices  for example spoken language, pen, touch screen, displays, keypads, pointing devices, and tactile 

sensors. This interface consists of design of a dialogue-enabled HCI system for collaborative decision making, command, and 

control.  

Key words- human computer interface (HCI), acoustic analysis, speech, audio 

 

 

 

I. INTRODUCTION AND BACKGROUND 

 
Speech is a natural mode of communication for people. We 

learn all the relevant skills during early childhood, without 

instruction, and continue to rely on speech communication 

throughout our lives. It comes so naturally to us that there is 

no realization of its complexity. Communication among the 

human being is dominated by spoken language, therefore it 

is natural for people to expect speech interfaces with 

computer, which can speak and recognize speech in native 

language [2]. The human vocal tract and articulators are 

biological organs with nonlinear properties, whose operation 

are not just under conscious control but also affected by 

factors ranging from gender to upbringing to emotional 

state. As a result, vocalizations can vary widely in terms of 

their accent, pronunciation, articulation, roughness, nasality, 

pitch, volume, and speed; moreover, during transmission, 

our irregular speech patterns can be further distorted by 

background noise and echoes, as well as electrical 

characteristics (if telephones or other electronic equipment 

are used). Speech is produced by modulating a relatively 

small number of parameters of a dynamical system [3], and 

this implies that its true underlying structure is much lower-

dimensional than is immediately apparent in a window that 

contains hundreds of coefficients. We believe, therefore, 

that other type. All these sources of variability make speech 

recognition, evenmore than speech generation, a very 

complex problem. The following figure shows design flow 

for speech recognition technique consisting of five steps as: 

 

 

 

 

 
       Figure 1: Design flow for speech recognition technique 

1. speech- Speech is typically sampled at a high 

frequency, e.g., 16 KHz over a microphone or 8 

KHz over a telephone. This yields a sequence of 

amplitude values over time. 

2. Signal analysis- Raw speech should be initially 

transformed and compressed, in order to simplify 

subsequent processing Among the most popular: 

Fourier analysis (FFT), Perceptual Linear 

Prediction (PLP), Linear Predictive Coding (LPC) . 
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3. Spectral analysis calculates the inverse Fourier 

transform of the logarithm of the power spectrum 

of the signal. In this step for removing speckle 

noise a kalman filter is used, the Kalman filter is a 

tool that can estimate the variables of a wide range 

of processes. In mathematical terms a Kalman filter 

estimates the states of a linear system. 

 Figure 2: Signal Analysis of raw speech into speech frames 

 

4. Speech frames- The result of signal analysis is a 

sequence of speech frames, typically at 10 m sec 

intervals, with about 16 coefficients per frame as 

represented in figure 2 

5. Acoustic models- There are many kinds of acoustic 

models, varying in their representation, granularity, 

context dependence, and other properties. 

 
Figure 3: Acoustic models showing template and state representations for 

the word "cat". 

Above figure 3 shows two popular representations for 

acoustic models. The simplest is a template, which is just a 

stored sample of the unit of speech to be modeled, for 

example a recording of a word. An unknown word can be 

recognized by simply comparing it against all known 

templates, and finding the closest match. A more flexible 

representation, used in this interface, is based on trained 

acoustic models, or states. In this approach, every word is 

modeled by a sequence of trainable states, and each state 

indicates the sounds that are likely to be heard in that 

segment of the word, using a probability distribution over 

the acoustic space. Probability distributions can be modeled 

parametrically, by assuming that they have a simple shape 

(e.g., a Gaussian distribution) and then trying to find the 

parameters that describe it; or non-parametrically, by 

representing the distribution directly (e.g., with a histogram 

over a quantization of the acoustic space, or, as we shall see, 

with a neural network). The remaining paper is organized to 

discuss methodology of acoustic dialogued based interface 

in section II, experimental results in section III, followed by 

conclusions in section IV. 

 

II. PROPOSED METHODOLOGY  

 

Dynamic systems (this is, systems which vary with time) are 

often represented in a state-space model. State-space is a 

mathematical representation of a physical system as a set of 

inputs, outputs and state variables related linearly. The 

Kalman filter addresses the general problem of trying to 

estimate the state of a discrete-time controlled process that 

is governed by the models below  

 
    In addition to this, a random, Gaussian, white noise 

source wk and vk are added to the state and observation 

equations respectively. The process noise w has a 

covariance matrix Q and the measurement noise v has a 

covariance matrix R, which characterizes the uncertainties 

in the states and correlations within it. At each time step, the 

algorithm propagates both a state estimate xk and an 

estimate for the error covariance Pk, also known as a priori 

estimates. The latter provides an indication of the 

uncertainty associated with the current state estimate. These 

are the predictor equations. The measurement update 

equations (corrector equations) provide a feedback by 

incorporating a new measurement value into the a priori 

estimate to get an improved a posteriori estimate.  

     The Kalman Gain is derived from minimizing the a 

posteriori error covariance. The Kalman Gain is the 

measurement error covariance R approaches zero, the actual 

measurement z is “trusted” more and more, while the 

predicted measurement Hx is trusted less and less. On the 

other hand, as the a priori estimate error covariance P 

approaches zero the actual measurement is trusted less and 
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less, while the predicted measurement is trusted more and 

more. 

     Dynamic time warping (DTW) is a time series alignment 

algorithm developed originally for speech recognition. It 

aims at aligning two sequences of feature vectors by 

warping the time axis iteratively until an optimal match 

(according to a suitable metrics) between the two sequences 

is found. Consider two sequences of feature vectors: 

 

                       A  =  a1, a2,…….…...ai…………,an 

 

      B   =  b1, b2,…… …bj…………,bm 

 

 

 
Figure 4 : Graph showing working of Dynamic Time 

wrapping algorithm 

Inside each cell a distance measure can be placed, 

comparing the corresponding elements of the two 

sequences. To find the best match or alignment between 

these two sequences one need to find a path through the grid 

which minimizes the total distance between them. The 

procedure for computing this overall distance involves 

finding all possible routes through the grid and for each one 

computes the overall distance. The overall distance is the 

minimum of the sum of the distances between the individual 

elements on the path divided by the sum of the weighting 

function. The weighting function is used to normalize for 

the path length. It is apparent that for any considerably long 

sequences the number of possible paths through the grid will 

be very large. The major optimizations or constraints of the 

DTW algorithm arise from the observations on the nature of 

acceptable paths through the grid: 

1. Monotonic condition: the path will not turn back on 

itself, both the i and j indexes either stay the same 

or increase, they never decrease.  

2. Continuity condition: the path advances one step at 

a time. Both i and j can only increase by at most 1 

on each step along the path.   

3. Boundary condition: the path starts at the bottom 

left and ends at the top right.   

4. Wrapping window condition: a good path is 

unlikely to wander very far from the diagonal. The 

distance that the path is allowed to wander is the 

window width.  

5. Slope constraint condition: The path should not be 

too steep or too shallow. This prevents short 

sequences matching too long ones. The condition is 

expressed as a ratio p/q where p is the number of 

steps allowed in the same (horizontal or vertical) 

direction. After p steps in the same direction is not 

allowed to step further in the same direction before 

stepping at least q time in the diagonal direction. 

 

III. EXPERIMENTAL RESULT 

 

A dialogued based interface consists of seven commands 

mentioned below. Based on this command the system give 

response in terms of specific action  

 

Input Command Response Action 

Select 1 First Image is selected 

Select 2 Second image is selected 

Select 3 Third image is selected 

Move To Left Desired image is moved to 

Left 

Move To Right Desired image is moved to 

Right 

Move To Bottom Desired image is moved to 

Bottom 

Move To Top Desired image is moved to 

Top 

Table 1: User Interface commands with respective response. 

 

 Initially live speech is capture by using microphone or mike 

and then it is converted into digitized frames, which is 

further divided to be processed by kalman filter and 

dynamic time wrapping algorithm is applied on this signal. 

After command “Move To Left” is said, the selected image 

is moved to left as demonstrated in figure 5. If we say 

“Move to Right” selected image is moved to right as shown 

in figure 6, while for “Move To Bottom” the selected image 

is moved to Bottom. Similarly for “Move To Top” selected 

image is moved to Top. Thus various command are given to 

the system for different movements like move left, right, 

bottom, top depending on utility. Using these commands the 

selected image moves left and right, bottom and top 

respectively. 
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Figure 5: User Interface demonstrating speech recognition 

for said command “Move To Left”. 

 

 
Figure 6: User Interface demonstrating speech recognition 

for said command “Move To Right”. 

 

   The dialogue based speech recognition interface is speaker 

dependent and needs to be trained for individual users. 

Hence, it would be useful to experiment with other speech 

recognition products. Accuracy of this interface is 96% in a 

clean environment. However, environment where there is 

disturbance can lead to a 20%-30% drop in speech 

recognition accuracy. 

 

CONCLUSION 

 

This paper represents an experiment for ongoing work in 

building technologies to improve natural human-machine 

interaction. A proposed interface is having ability to 

interpret user’s speech and hand gesture in real time to 

manipulate medical image visualization environment. The 

main goal of this experiment is to create a system which can 

recognize specific dialogue and use them to convey 

information for device control. An acoustic dialogue is used 

for expressing ones ideas and information associated in a 

conversation degree, discourse structure, spatial and 

temporal structure. Recognition of speech has been 

implanted successfully by means of dynamic time wrapping 

algorithm. Quality of system depends on how it is 

represented and used by user. Therefore, enormous amount 

of attention has been paid to improve the accuracy of 

system.   

     Future work includes analyzing and responding to more 

vocabulary for speech module. The results can further be 

improved by training the system for more dialogued, which 

are required for all these basic movements of the system.  
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Abstract- With the development of vehicles and the increasing number of cars in modern society, people pay more and more 

attention to the vehicle license plate recognition system. Vehicle license plate recognition is divided into three parts: license 

positioning, character segmentation and character recognition. One of the method is Automatic Number Plate Recognition (ANPR) 

is a real time embedded system which automatically recognizes the license number of vehicles. In this paper, with the help of this 

technique the task of recognizing number plate for Indian conditions is considered, where number plate standards are rarely 

followed. The propose architecture uses integration of algorithms like: ‘Feature-based number plate Localization’ for locating the 

number plate, ‘Image Scissoring’ for character segmentation and statistical feature extraction for character recognition; which are 

specifically designed for Indian number plates. As per the Indian number plate patterns by using this method and by implementing 

these algorithms in Java we can achieve to recognize one or two line number plate almost perfectly. And due to use of higher level 

language in this paper we can achieve more flexibility and security in implementing those algorithms. 

 

Key words- Automatic license plate recognition (ALPR), automatic number plate recognition (ANPR), car plate recognition (CPR), 

and optical character recognition (OCR) for cars. 

 

 

 

I. INTRODUCTION    

The existing methods and systems for optical character 

recognition provide high reliability of the recognition of 

texts with high and medium print quality. It contains very 

small type of errors which cannot be recognised by human 

being. However such systems are not always able to cope 

with the task of characters recognition in industrial systems, 

for example, while recognising serial numbers in products, 

packing etc. Automatic number plate recognition is a mass 

surveillance method that uses optical character 

recognition on images to read vehicle registration plates. 

They can use existing closed-circuit television or road-rule 

enforcement cameras, or ones specifically designed for the 

task. They are used by various police forces and as a method 

of electronic toll collection on pay and cataloguing the 

movements of traffic or individuals. ANPR can be used to 

store the images captured by the cameras as well as the text 

from the license plate, with some configurable to store a 

photograph of the driver. Systems commonly 

use infrared lighting to allow the camera to take the picture 

at any time of the day. ANPR technology tends to be region-

specific, owing to plate variation from place to place. By 

considering these techniques and technology we have  

 

decided to purpose a system which can be useful for 

visitor to recognize buses by their name board. 

II. PREVIOUSLY WORK DONE 

In paper [4] which is on An Image Segmentation 

Algorithm in Image Processing Based on Threshold 

Segmentation it is said that Image segmentation is a key 

technology in image processing, and threshold segmentation 

is one of the methods used frequently. Aimed at that only 

one threshold or several thresholds are set in traditional 

threshold-based segmentation algorithm, it is difficult to 

extract the complex information in an image; a new 

segmentation algorithm that each pixel in the image has its 

own threshold is proposed. In this algorithm, the threshold 

of a pixel in an image is estimated by calculating the mean 

of the grayscale values of its neighbor pixels, and the square 

variance of the grayscale values of the neighbor pixels are 

also calculated as an additional judge condition, so that the 

result of the proposed algorithm is the edge of the image. In 

fact the proposed algorithm is equal to an edge detector in 

image processing. Experimental results demonstrate that the 

proposed algorithm could produce precise image edge, 

while it is reasonable to estimate the threshold of a pixel 

through the statistical information of its neighbor pixels. By 

http://en.wikipedia.org/wiki/Mass_surveillance
http://en.wikipedia.org/wiki/Mass_surveillance
http://en.wikipedia.org/wiki/Mass_surveillance
http://en.wikipedia.org/wiki/Optical_character_recognition
http://en.wikipedia.org/wiki/Optical_character_recognition
http://en.wikipedia.org/wiki/Optical_character_recognition
http://en.wikipedia.org/wiki/Vehicle_registration_plate
http://en.wikipedia.org/wiki/Closed-circuit_television
http://en.wikipedia.org/wiki/Road-rule_enforcement_camera
http://en.wikipedia.org/wiki/Road-rule_enforcement_camera
http://en.wikipedia.org/wiki/Electronic_toll_collection
http://en.wikipedia.org/wiki/Infrared
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studying this paper we get the concept of Segmentation 

Algorithm 

Also in [5] the maximum entropy-based image 

segmentation approach is proposed to segment a gray-scale 

face image. The approach performs with the Maximum 

Entropy Thresholding value (MET) of 2D image. A target of 

experiment is reported face image segmentation that uses 

still face image from BioID database. The results of this 

method are clearly demonstrating the segmentation that 

performs better than other work on the same original image. 

Furthermore, the value of MET method gets threshold equal 

141 that are both similar to the threshold segmentation with 

Centre of mass method (threshold = 139) and Iterative 

method (threshold = 140), but different from Otsu’s method. 

It indicates a small sufficient step that can be used for face 

segmentation, detection, and extraction which are the next 

steps of the entire face recognition system. From this we get 

the concept of Segmentation Algorithm maximum Entropy. 

III. SYSTEM ARCHITECTURE AND ALGORITHM USED 

Fig.1. shows the architecture diagram of the proposed 

system. 

 
Fig.1. System Architecture 

      The proposed system accepts number plate image as 

input and a set of documents is retrieved from the system in 

form of output.  The captured image goes through some 

intermediate process to get efficient output. The main idea 

of the proposed system is to extract a license plate number 

from given image. This process of automatic license plate 

recognition is composed of four stages. The stages are as 

follows: 

1] Image Acquisition 

2] License Plate Region Extraction 

3] License Plate Segmentation 

4] Optical Character Recognition (OCR) 

 

Fig.2. shows the four stages of an Automated License Plate 

Recognition (ALPR) system. 

            
Fig.2. Four Stages of ALPR System 

 

 

 

1)  Image Acquisition 

      In first stage, the license plate image is acquired using a 

camera. The parameters of the camera, such as the type of 

camera, camera resolution, orientation, and light, have to be 

considered. 

 

2) License Plate Region Extraction 

     The second stage is to extract the license plate from the 

image based on some features. In the proposed system 

boundary based extraction is performed. The Boundary-

based extraction technique uses Hough transform (HT)[9]. It 

detects straight lines in the image to locate the license plate. 

The Hough transform has the advantage of detecting straight 

lines with up to 30° inclination. 

 

3)  License Plate Segmentation 

       In this stage, the license plate is segmented and the 

characters are extracted by projecting their color 

information, labeling them, or matching their positions with 

templates. In this stage, binarization is performed. 

Binarization is usually performed in the preprocessing stage 

of different document image processing related applications 

such as optical character recognition (OCR) and document 

image retrieval. It converts a gray-scale document image 

into a binary document image and accordingly facilitates the 

ensuing tasks such as document skew estimation and 

document layout analysis.  

 

4) Optical Character Recognition (OCR) 

        In this stage, the extracted characters are recognized 

and the output is the license plate number. Character 

recognition in ALPR systems may have some difficulties. 

Due to the camera zoom factor, the extracted characters do 
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not have the same size and the same thickness. Resizing the 

characters into one size before recognition helps overcome 

this problem. 

CONCLUSION 

        Automatic License Plate Recognition (ALPR) System 

will process on images of number plate of cars and find out 

the details of car and owner. It will help police traffics to 

understand the detail of owner and car details and solve the 

problem of carry document  This system consists of 

modules i.e. plate extraction, processing, morphological 

operations and OCR for character recognition. We have 

used edge and color detection algorithm for extraction, 

maximum entropy for binaries, morphological operation for 

noise removal and OCR for character recognition. 
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Abstract- The three flue pass fire-tube boiler has been analyzed. A dynamic model has been developed for analysis of 

boiler performance. In the model, two parts of the boiler (Gas and water/steam) are considered. Gas side mainly consist of 

modeling of furnace, Internal Reversible Chamber (IRC), first convective pass and second convective pass. All of these models give 

detailed information about heat transfer from flue gas to water and also models provide temperature distribution along axial 

direction. Water/Steam side model analyses phase transformation phenomenon effectively. Module developed for capturing shrink 

and swell phenomenon due to bubble formation and collapse gives better results. Newton Raphson method has been used to 

calculate correct pressure value.  Model developed can capture the dynamics of boiler level and boiler pressure. Also analysis of 

PID controller has been done with the help of which pressure change due to load change can be controlled. All the models 

developed have been integrated and simulated with the help of VBA/Excel. 

Suitability of the model has been checked against experimental results of boiler of 1 Ton capacity. Simulation of boiler gives 

better control of pressure and level at steady as well as dynamic conditions. 

Key words- Fire-tube boiler, Heat transfer, Modeling, Simulation,    

 

 

 

I. INTRODUCTION    

 

 The fire tube boiler consists of outer shell 

containing bundle of tubes inside. Hot flue gases flows 

inside the tubes and steam generation takes place outside the 

tubes. Fire tube boilers are generally classified on the basis 

of no. of times the flue gases pass along boiler length.  

 The fuel combustion takes place in a furnace and 

hot flue gases flows from the furnace to chimney through 

bundle of tubes.  

 Rigorous work on applications of boilers has been 

carried out since long. Some papers have been published 

regarding use of boilers for power and process[1]. 

 Dynamics of boiler has great impact on 

performance of boiler, hence modeling and simulation of 

transient operations of systems in the boiler are becoming 

more important [2]. 

 Several mathematical models for water tube boilers 

have been published [3]. In this work, the modeling of heat 

transfer from flue gas to water in a three flue pass fire-tube 

boiler is considered. The behavior of metal temperature 

together with shrink and swell phenomenon dominates the 

dynamics of boiler.    

 

 

 

II. MATHEMATICAL MODELING 

 Any physical phenomenon that takes place in 

nature can be described in the form of mathematics. For any  

complex or simple physical system, mathematical model 

can be developed. Modeling enables to understand the 

behavior of system properly. 

 

a) Gas side modeling 

In furnaces, where fuel combustion takes place, 

temperature is above about 8000C. At these high 

temperatures, radiation is the dominant mode of heat 

transfer and it is important to estimate rates of radiative heat 

exchange in these furnaces. for lower temperatures , 

combined effect of convective and radiative heat transfer 

must be taken into account.   

Plug flow furnace model has been selected after studying 

Stirred reactor, Plug flow and Multizone furnace models[4]. 

 Among three furnace models, plug flow model 

gives distribution of heat flux within the furnace and also it 

is useful when furnace is long compared with its mean 

hydraulic radius. In this model, differential equations have 

been generated to solve for the axial temperature 

distribution in the furnace with the help of finite difference 

methods. 

In 1986, Tucker observed that in systems with large 

temperature gradients, subdivision of the furnace into zones 

may be necessary and the variations of emissivity and/or 
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absorptivity will be required over a range of beam lengths 

and temperatures.[4] 

 

b) Calculations for flue gas outlet temperature 

In this work also, flue gas volume flowing along length of 

furnace has been divided into 50 no. of elements. heat 

balance equations have been applied To each element of the 

volume. Set of simultaneous equations has been solved to 

get exit gas temperature for two conditions, namely, steady 

state conditions and dynamic condition. 
 

 Fig.1 Furnace descritization for calculation of flue gas 

temperature. 

 

Heat stored in the element = Heat generation – Heat 

transferred across an element  

By applying heat balance equation to i
th

 element in between, 
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where, Flue gas emissivity is calculated by, 
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Above relation of emissivity is given by ‘Ortiz’. It is valid 

for liquid fuels with C/H weight ratio between 5 to 15. [4]. 
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Hence, flue gas outlet temperature is calculated by, 
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This calculated temperature is applied as a inlet temperature 

to the next element of descritized furnace. This is done with 

the help of VBA program. Simulation is done over 500 

iterations and by successive substitution method; this 

temperature is inserted at the place of temperature value of 

previous iteration for the calculation of temperature in next 

iteration. 

c)  Calculations for furnace wall temperature 

The changes in energy of the water and metal are the 

main factors affecting dynamics of the boiler [4].  

 

Fig.2 Furnace descritization for calculation of wall  

temperature. 

 

It is necessary to understand this dynamic behavior of 

furnace wall temperature to protect boiler from overheating. 

considering any element ‘i’ and applying heat balance 

equation, 

)()( 21. outoutconvradgen QQQQQ
dt

dQ
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                                                           ......................(7) 

Qgen, Qrad and Qconv  are calculated as in previous case. 

Convective heat transfer from furnace wall to water, 
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Conductive heat transfer from an element ‘i’ to an element 

‘i+1’ along furnace length is given by, 
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Also, Heat stored in the element due to heat transfer through 

element is given by, 
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equations (7) and (10) have been solved to get exit 

temperature of an element ‘i’ , 

                                                                            ..............(11) 

 

 

Above equation has been solved for all 50 elements of 

descritized furnace to get furnace wall temperature 

distribution along length. 

 

d) Internal reversible chamber 

Internal Reversible Chamber (IRC) provides passage for 

flue gases to turn and enter into the convective tubes. This 

can be modeled similar to the furnace but modeling 

approach makes difference in both the models. IRC length is 

very short as compared to furnace length. So, as discussed 

before, stirred reactor model can be used in this case, which 

is simpler than plug flow model. As per assumptions made 

in the model, rate of heat generation and temperature is 

uniform everywhere and that temperature is assumed to be 

equal to the flue gas exit temperature. IRC is surrounded by 

water from all sides. 

 

 

 

Fig.3 Internal Reversible Chamber 

 Fig. (3) explains how the heat transfer is taking place from 

IRC to water. It is cooled by water from all the sides but 

area through which heat transfer takes place is not same 

everywhere. One side of IRC is connected to the furnace 

and other two sides are exposed to water. For the ease of 

modeling, IRC has been divided in three parts namely, a, b 

and c as shown in the fig. (3) and respective areas of the 

three are as follows, 
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 As per assumptions of stirred reactor model, 

 cginbginagin TTT ,,, 
 

 Heat generation = 0 

 

 

e) Calculations for flue gas outlet temperature 

General heat balance equation can be written as, 
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Similar equations can be write for parts b and c. 

Total heat stored per unit length in sides a, b and c is,  
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Flue gas outlet temperature can be calculated as, 

)( ,

,,

gpg

ingoutg
Cm

dQ
TT




.......................(15) 

 

This represents IRC flue gas outlet temperature and it is 

treated as inlet temperature for modeling first convective 

pass. 

f) Calculations for IRC wall temperature 

Heat balance equation is,  
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metal wall temperature is calculated by,  
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Simulation in Excel/VBA is done over 500 iterations for the 

calculation of the correct metal temperature. Successive 

substitution method has been used to solve the equations. 

g) Water/Steam side modelling 
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Modelling of water/steam side becomes very important 

because of complex heat transfer and mass transfer 

phenomena. This plays important role in working of 

controllers used in the boiler. Basically pressure and water 

level are the main controlling parameters. Apparent rise and 

fall of water level due to change in load affects adversely on 

the controller actions. This apparent rise and fall is called 

shrink and swell phenomena. Actually pressure and water 

level are not being controlled but flow of feed water and 

flow of fuel is being controlled which ultimately controls 

pressure and water level. 

Fig.4 Working of fire-tube boiler through control system 

 

Fig (4) explains the behavior of boiler i.e. heat transfer, 

mass transfer and working of control elements. 

To describe this in the form of mathematics, let us consider 

boiler at certain conditions (certain P, T, h and quantities of 

water, steam and bubble). At these conditions, water and 

steam possesses some properties with their respective values 

at that pressure and temperature.  

Newton-Raphson method has been found effective for such 

calculation. 

Newton Raphson formula can be written as, 
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As we know, for steam, 

H = f(P)……….. (H = enthalpy balance) .       

....................(22)     

Hence, f’(P) = dH/dP  

By substituting all values and rearranging equation (21), 
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This calculation repeats for 500 iterations upto steady state 

is reached. For new iteration, Pnew is inserted as input 

pressure and from this, corrected pressure is calculated. 

h) Mass balance 

When boiler shifts from initial state to next state, steam 

quantity will have to maintain mass balance by changing 

rate of combustion and feed water supply to maintain 

pressure inside the boiler at required level. Hence mass 

balance equation between these two different conditions can 

be written as, 

 

 

 

 

 

 

 

                           Fig.5 Mass balance in boiler shell 

 

Mass stored in the system = mass going out of the system – 

mass coming into the system.           

also this can be written as, 
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                                                             .......…....………  (24) 

i) Enthalpy balance 

Enthalpy balance calculation plays important role in 

calculation of pressure. When load on the boiler changes, 

rate of combustion have to change as per requirement. This 

will change quantity of heat transfer from flue gas to water 

which causes change in enthalpies of water and steam 

present in the shell. Bubble formation and collapse takes 

place due to this heat addition. All this changes have to 

capture while developing mathematical model. Following 

equation gives enthalpy balance when boiler changes from 

initial state to final state.  
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This equation gives enthalpy balance value, which is used in 

Newton-Raphson method for the calculation of pressure.  
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Where, 

H = enthalpy balance (kJ) ,in = initial state,  fin = final state, 

h = enthalpy (kJ/kg), m = mass (kg),fw = feed water 

t = time (sec).                                                                       

               

III. CASE STUDY 

The objective of the case study simulation is to estimate the 

suitability of the model proposed. The fire tube boiler has 

simulated using VBA/Excel. Before simulation, all the 

constants and parameters such as boiler geometry and 

configuration including PID, valves.  

Also heating value of fuel and ambient conditions are set. 

The simulation starts once the boiler is ready and so the fuel 

and air are entered following the model. When the 

convergence is achieved and desired steady state is reached, 

some changes can be carried out to get the dynamic 

behaviour of the boiler till new steady state is reached.  

As a case study, a 1-Ton boiler has been selected. Table (1) 

includes the steady state operating conditions of the 

simulated boiler.  

Steady state results 

Load = 800 (kg/hr) 

Consider boiler is running at load 800 and steady state has 

reached. At this condition fuel, flow rate to the furnace is 

almost 59.89 kg/sec. with this fuel flow combustion takes 

place in the furnace and flue gas produces. Maximum 

temperature reached in the furnace, which called flame 

temperature, is almost 1178.505 0C at steady state. Flue gas 

passes over furnace length, transferring heat to the furnace 

wall. Steady state values of all the parameters have given in 

following table. 

Table 1. Steady state operating conditions of the case study 

Parameters Values 

Steam pressure 9.0 kg/cm2 

Steam flow rate 800 kg/hr 

Water volume 7.0 m3 

Feed water flow rate 882 kg/hr 

Feed water 

temperature 

800C 

Fuel flow rate 59.89 

kg/hr 

 

Sudden load change from 800 to 500 kg/hr 

 

 

 Fig.6  Pressure and fuel flow dynamics when load changes 

from 800 Kg/hr to 500 kg/hr. 

 

Figure 6 shows that, when there is sudden decrease in the 

load from 800 to 500 kg/hr, there is sudden increase in the 

steam pressure in the boiler. As soon as pressure increases, 

signal is transmitted to the PID and it generates instruction 

to reduce the fuel flow and sends it to the fuel control valve. 

Control valve regulates the fuel flow and reduces it from 

59.89 kg/hr to 31.75 kg/hr. as fuel flow which is generally 

called as rate of combustion reduces, temperatures of flue 

gases also reduces and heat transfer to the water from flue 

gas also reduces and ultimately steam generation reduces by 

maintaining pressure at desired value. This process takes 

some time because signal transmission, instruction 

generation, valve operations and heat transfer process 

happen one after other. From figure 6, it can be noted that 

initially there are fluctuations in the pressure and fuel flow 

values and after almost 5 minutes both reached to steady 

state. 

 

 

 Fig. 7 Pressure and water volume dynamics when load 

changes from 800 kg/hr to 500 kg/hr. 

Validation with experimental results 
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Fig.8 Experimental vs. modeling results for flue gas 

temperature at furnace outlet. 

Figure (8) shows compareson of modeling results against 

experimental results. When load has varied from 40% to 

100%, fuel quantity changes correspondingly. At 40% load, 

fuel quantity is almost 25.4 kg/hr and with this quantity, 

combustion takes place. Figure shows comparison of 
modeling and experiental values of flue gas temperature at 

furnace outlet. With 25.4 kg/hr fuel flow, furnace exit 

temperatures obtained with modeling and with experiment 

do not vary much but as fuel flow, increses at 60% load to 

almost 33 kg/hr, significant difference in both values can, 

observed. It is mainly due to assumptions made in the 

modeling. Combustion pattern also affects the results. It can 

observe from the graph that, as load on the boiler increases, 

fuel quantity increases to maintain the desired pressure and 

hence, flue gas temperature at furnace outlet increases. 

 

Fig.9 Experimental vs. modeling results for flue gas 

temperature at boiler exit. 

 

Boiler exit temperature is the temperature at the exit of 

the second convective pass of the boiler. Figure 9 shows the 

comparison of flue gas outlet modelling result with 

corresponding experimental results. Values obtained by both 

the approaches seem very close to each other. Figure shows 

variation of boiler exit temperature at different fuel 

quantities. Fuel quantity is almost 25.4 kg/hr at 40% load 

and varied to 63.5 kg/hr at full load and corresponding 

boiler exit temperatures have checked with both the 

approaches. 

 

CONCLUSION 

A complete dynamic model of a full-scale fire-tube boiler 

has been developed based on the mass, energy. Two parts 

are distinguished in fire-tube boilers: 

1) The fire/gas side and  

2) The water/ steam side. 

 Also on water/steam side, module for bubble formation has 

been introduced which gives better idea of level fluctuation. 

A case study has been simulated using a 1Ton fire-tube 

boiler and dynamic performances predicted by the model are 

in good qualitative agreement with experimental data.  

Error in the flue gas temperature at the outlet of the boiler 

comparing with experimental value is almost 4%. 

Error in the fuel firing rate (kg/hr) comparing with 

experimental value is almost negligible. 
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Q - Heat transfer, W 

ρ - density, Kg/m3 

Сp - Specific heat, kJ/kg 
0
C 

T - temperature, 
0
C 

H - enthalpy, kJ/kg 

m - mass, Kg 

K - Conductivity, W/m
0
C 

h - Heat transfer coefficient, W/m2 
0
C 

L - Length, m  

d - Diameter, m 

t - thickness, m 

γ - Specific gravit 

  Subscripts                                   Superscripts 

     i - No. of section                              j - Time (sec) 

     b - Bubble 

     s - Steam 

     m - metal 

    f – Furnace 
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Abstract- This project work involves experimental investigation of helical inlet port flow characteristics for cylinder head 

of Direct Injection (D.I) diesel engine. The average flow coefficient and swirl number is obtained using a paddle wheel test bench. 

Intake port helix parameters, i.e., distance between peripheral side wall and valve axis ‘Dp’, width of helical section parallel to 

valve axis ‘W’ and initial width of the helix ‘Wh’ are measured for different flow boxes for selected different bore and stroke 

engines. These parameters are modified and detailed analysis has been done to establish the effect on swirl number and average 

flow coefficient. The second part of work focused on the Computation Fluid Dynamics (CFD) to study flow velocity, flow 

distribution inside cylinder and to analyze effect of helix parameter change. The experimental study of combined effect of helix 

parameters, ‘W’, ‘Wh’ and ‘Dp’ indicates that this modification can be initiated for improving flow characteristics if change 

required in average flow coefficient is small as compared to higher amount of change required in swirl number. The CFD analysis 

with this modification also shows improvement in swirl generation and flow distribution. 

 

Key words- Average Flow Coefficient, Diesel Engine, Helical Port, Paddle wheel, Swirl Number 

 

 

I. INTRODUCTION    

  Air motion into the cylinder during intake stroke of an 

internal combustion engine is one of the important factors, 

which govern the performance of an engine. Swirl is the 

rotation of charge about cylinder axis and it is used in diesel 

engines to control air-fuel mixing. Several research studies 

related to swirl enhancement in IC engines reported that 

swirl facilitates mixing of air fuel mixture and increases the 

combustion rate. Furthermore, a high swirl is also not 

desired, as kinetic energy for the flow is obtained at expense 

of a reduced volumetric efficiency. Optimum swirl can be 

created by optimum design of the intake port. An optimal 

swirl ratio is not only good for optimum combustion, but 

also for an optimal emission reduction [2].  

  Techniques like paddle wheel anemometer and torque 

meter are commonly used for steady state swirl 

measurement [5] and also laser doppler anemometry is used 

by many authors for study of in-cylinder bulk flow and 

turbulence structure [4]. The steady state flow analysis helps 

to find variations in different non-dimensional parameters 

such as flow coefficient and swirl ratio for various valve 

lifts. The test results available as comparative ratios, are 

very useful for obtaining very good approximation of actual 

engine conditions and for development work on helical inlet  

 

valve ports. This research work is carried out for helical 

intake ports of five DI diesel engines by using paddle wheel 

anemometer technique. 

  Various port modification techniques has been adopted by 

various authors to improve the flow characteristics of helical 

intake ports like throat machining [6] and changing  

parameters like valve cone angle [1], port position relative 

to cylinder [5], throat ceiling height [5], inlet centre distance 

[1], transition angle , helix slope angle  and bottom slope  

[5].  In this research work, effect of varying helical 

parameters i.e. distance between peripheral side wall and 

valve axis, width of helical section parallel to valve axis and 

initial width of the helix has been studied. These parameters 

are converted to non-dimensional form to compare the effect 

on all flow boxes. The effect of these parameters was 

studied for all the five experimental flow boxes and a trend 

is established which can be used to achieve required flow 

characteristics of any diesel engine helical port.  

  CFD as a tool can acquire a large amount of information 

which is unable to gain in experiments such as velocity field 

and flow field [3][4]. The simulation results can be analyzed 

in terms of distribution of in-cylinder swirl during intake 

process [5]. In this research work, velocity field and flow 

distribution was studied using CFD simulation software. At 
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the end velocity field and flow distribution with and without 

modification were also compared. 

 

II. EXPERIMENTAL SETUP 

A paddle wheel swirl test rig was used to determine swirl 

number and flow coefficient. The picture of the test rig is 

shown in fig. 1. The experimental work was carried out on 

helical intake port models, normally known as flow box. 

“A”, “B”, “C”, “D” and “E” is the nomenclature adopted for 

five flow boxes in this research work. The table. I show 

engine details of flow boxes used for test bench 

experimentation. 

   All flow boxes used for this experimental work were 

cylinder head models of engines with two valves per 

cylinder.  For experimentation separate liners of bore sizes 

of table. 1 with mounting flanges was used and the test setup 

does not include piston. 

 

 

Table. I- Flow box engine details. 

 

Valve assembly of the same engine type was mounted on 

the flow boxes and that flow box was placed on liner. Both 

liner and flow boxes were clamped using studs and nuts. 

Arrangement to change valve lift by measured amount using 

micrometer was also prepared.  

 A paddle wheel is normally mounted at a distance equal to 

1.75 times bore diameter because the time taken for the 

charge to travel from the valve to 1.75 bore diameter 

position along the flow bench cylinder is equivalent to a 

time between maximum intake valve lift and top dead center 

firing in the running engine [6]. The paddle wheel 

diameters, length and height were taken as some ratio of 

bore and same ratio was used for all the trials. Also same 

vane thickness was used while preparation of paddle wheels. 

   Air is sucked by the blower through the port, over the 

valve, cylinder liner and surge tank as shown in fig. 1. This 

creates a vacuum below the valve. 

The method used for experimentation is commonly used for 

calculating average or mean flow coefficients from the 

results of steady state flow tests conducted with paddle 

wheel method [5]. Typically the procedure used is based on 

the instantaneous measurement of mass flow rate, paddle 

wheel rotations per minute and pressure drop across the port 

at different valve lifts. Based on these measurements 

dimensionless flow coefficient and swirl ratio was computed 

at all valve lifts using equation (2) and equation (5). Since 

the swirl ratio measured in steady-state flow tests varies 

depending on valve lift, average swirl ratio during intake 

stroke can be defined as value found by integrating the 

angular momentum induced at each valve lift. The average 

flow coefficient during intake stroke can also be defined in 

the same way. Formulas used are included in Appendix.  

 

 

Fig. 1 Experimental setup used for experimentation 

III. METHODOLOGY 

 

Fig. 2 Research methodology 

 

Engine Name A B C D E 

Bore 110 114.3 87.5 96 87.5 

Stroke 125 116 80 112 80 

Valve Seat 

Diameter 

42.0 44.5 35.3 37.8 31.7 

Connecting 

Rod Length 

216 231.9 148 187 148 
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Fig. 2 explains the methodology used for this research work. 

The experimental part of this research work has been 

focused on measuring swirl ratio and flow coefficient of five 

flow boxes at 13 valve lifts for original as well as modified 

flow boxes. After the test of original flow boxes, same flow 

boxes were modified and tested.  Average flow coefficients 

and swirl number was measured from experimental outputs. 

The original and modified helix parameters were measured 

and normalized with valve diameter of engine to which the 

flow box belongs. The average flow coefficients and swirl 

number were compared for flow boxes before and after 

modifications using these normalized parameters. The CFD 

simulation was also carried out with intake port 3d model of 

one engine from experimental engines of table. I to see the 

effect of helix parameter change on velocity profiles and 

flow patterns by using mass flow rate from experimentation. 

 

IV. GEOMETRY PARAMETER MODIFICATION 

Three helix parameters, specifically, distance between 

peripheral side wall and valve axis „Dp‟, width of helical 

section parallel to valve axis „W‟ and initial width of the 

helix „Wh‟ shown in Fig. 3 have been modified on all flow 

boxes. These parameters were modified by adding material 

(known as putty) as shown in table. II.  

 

Fig. 3 Sketch of parameter „Dp‟, „W‟ and „Wh‟. 

Table. II Terminology used for the original and modified 

helix parameters of flow box “A” 

 

 

 

A                                 

Original 

Flow 

Box 

    

 

A1                                  

Flow 

box 

with 

modifie

d Dp W,  

and Wh  

   

 

 

All these parameters are related to helix and hence were 

modified together to retain helix shape of the helical intake 

port. The modification done by this method can be undone 

unlike methods similar to polishing or material removal [2] 

from flow box. 

 In this paper, “A” is used as a representation for original 

flow box and “A1” is used for modified flow box 

representation as explained in table. II. Similar 

nomenclature is used for flow boxes “B”, “C”, “D” and “E”.  

 

V. GEOMETRY PARAMETER 

NORMALIZATION 

The helix parameters „Dp‟, „W‟ and „Wh‟ were measured for 

all flow boxes before and after modification. These 

parameters were then normalized with respect to valve seat 
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diameter of that particular flow box or equivalent engine. 

Table. III and Table. IV lists the normalized helix 

parameters of tested original and modified flow boxes.  

 

Table. III Normalized parameters of original flow boxes 

used for trial 

S.No

. 

Normalized 

Original 

parameters 

A B C D E 

1 Dp/dv 0.69 0.73 0.71 0.74 0.74 

2 W/dv 0.34 0.36 0.16 0.29 0.31 

3 Wh/dv 0.44 0.47 0.30 0.34 0.49 

 

Table. IV Normalized parameters of modified flow boxes 

used for trial 

S.No

. 

Normalized 

Original 

parameters 

A1 B1 C1 D1 E1 

1 Dp/dv 0.65 0.66 0.65 0.64 0.68 

2 W/dv 0.20 0.28 0.08 0.19 0.15 

3 Wh/dv 0.29 0.39 0.24 0.24 0.43 

This normalization technique allows eradication of engine 

size effects from data and can be used to compare  measured 

dimension of flow box of different engines . In this research 

work, these normalized parameters were used to study the 

effect of helix modification on average flow coefficient and 

swirl number calculated using experimental results . 

 

VI. COMPUTATIONAL FLUID DYNAMICS 

 

Model details and boundary conditions 

Three dimensional model including cylinder, valve and 

helical port was used for the study of velocity field and flow 

streamline in engine “D”. After importing model in 

software, it was split to separate the boundaries in outlet, 

cylinder, valve, port and inlet boundaries. Surface and 

volume meshing was done for the model with 13 mm valve 

lift.  A steady flow case with incompressible working fluid 

was considered. As the experimental setup does not include 

piston, no piston was used for CFD model also and bottom 

of the cylinder was kept open and K-epsilon turbulence 

model was used. Constant mass flow rate at 13 mm valve 

lift obtained from experimental data was used as inlet 

boundary condition and static pressure of 0 Pa was used as 

boundary condition at outlet open end.  

 

Model Validation  

Using above boundary conditions, mass flow averaged 

pressure at inlet and outlet were obtained from the analysis. 

Equation (3) was used for flow coefficient measurement.  

Where, actual mass flow is taken as the mass flow used for 

inlet boundary condition which is same as the experimental 

mass flow result, while theoretical mass flow was measured 

using equation (4). Valve seat diameter was used same as 

that of engine “D”. 

  The flow coefficient obtained from above calculation was 

0.51 while the flow coefficient obtained by experimentation 

for the same engine was 0.49. The flow coefficient result of 

CFD model and experimentation differs by 4 % which is 

acceptable. Thus, as the flow coefficient is similar to flow 

coefficient from experiment, the flow velocity field and 

flow streamlines plots inside the cylinder which are not 

obtained in the experiment can be studied using this method. 

VII. RESULTS AND DISCUSSION 

With the test bench data at different valve lifts swirl and 

flow coefficients was calculated for all flow boxes from 

equation (1) and equation (3) provided in the appendix and 

it was observed that increase in swirl ratio was significant at 

both higher and lower valve lifts while reduction in flow 

coefficient was less and observed only at higher valve lifts. 

Also, swirl number and average flow coefficient were 

calculated for all flow boxes and effect of changing the helix 

parameter on these flow characteristics was studied. These 

parameters were changed together as shown in table. II to 

maintain continuity of helical shape, but the effect of 

reduction of these normalized parameters was plotted 

individually for all parameters. Following section is divided 

in two parts. In first part the effect of helix parameter 

change on average flow characteristics is depicted while the 

second part depicts the effect of helix modification on 

velocity field and flow distribution using CFD. 

 

Effect of helix parameter change on average flow 

characteristics  

In modified flow box area reduction in the region of helix 

increase air velocity as compared to original flow box and 

air is forced to enter the cylinder liner with higher velocity 

and higher density. 

Effect on Average flow coefficient 

As shown in fig. 4, fig. 5 and fig. 6 the calculated average 

flow coefficient is plotted against the normalized parameters 

from table III and IV. It was observed that all the flow boxes 

followed same trend where average flow coefficient reduced 

with reduction of parameters „Dp‟, „Wh‟ and „W‟.    
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Fig. 4 Average Flow Coefficient Vs. Dp/dv 

 

 
Fig. 5 Average Flow Coefficient Vs. Wh/dv 

Fig.6 Average Flow Coefficient Vs. W/dv 

Effect on Average Swirl Ratio 

Fig. 7, 8 and 9 shows that with „Dp‟, „Wh‟ and „W‟ 

reduction, swirl number reduces. These parameters change 

the helical component of swirl. When helical component of 

swirl increases the swirl ratio of that port also increases at 

all valve lifts [1]. 

 

Fig. 7 Swirl Number. Vs. Dp/dv 

 Fig. 8  Swirl Number. Vs. Wh/dv 

Fig.9 Swirl Number. Vs. Wh/dv 

The data from present study illustrates that average flow 

coefficient reduces by same percentage as that of change in 

parameter while the swirl number increases by double 

percentage. This outcome is listed in table V. As the average 

flow characteristics are derived from flow characteristics at 

each valve lift, little increase in average flow coefficient and 

significant increase in swirl number is observed because as 

per experimental data increase in swirl ratio was significant 

at both higher and lower valve lifts, while reduction in flow 

coefficient was observed only at higher valve lifts.  

 

Table. V Change in average flow coefficient and average 

swirl number by helix parameters modification 
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Helix  Modification % 

Dp/dv (-) 

Wh/dv (-) 

W/dv (-) 

Average Flow Coefficient (-) 

Average Swirl Ratio (+ +) 

 

B. Effect of helix modification on velocity field and flow 

distribution by CFD 

 

The velocity field and flow distribution were studied using 

CFD simulation software. The CFD simulation results can 

be analyzed in terms of distribution of in-cylinder swirl 

during intake process [5]. As previously discussed the 

analysis was carried out for engine “D” and at 13 mm lift 

only. The fig.10 shows that flow velocity was increased 

after modification. Also swirl generation and swirl 

distribution around the cylinder was improved as shown in 

fig.11, fig.12 and fig.13. In fig.11 after modifications the 

velocity of streamlines just below the valve was reduced and 

the distribution inside the cylinder was improved as marked 

by arrow which shows that tangential velocity of air 

entering cylinder liner has increased and axial velocity has 

reduced. 

 

 

 

Fig. 10 Comparison of velocity field for original and 

modified helix shape at 13 mm lift. 

 

Fig. 11 Side view comparison of flow field for original and 

modified helix shape at 13 mm lift. 

 

 

 

Fig. 12 Bottom view comparison of flow field for original 

and modified helix shape at 13 mm lift. 

 

 

 

Fig. 13 Top view comparison of flow field for original and 

modified helix shape at 13 mm lift. 

 

The fig.13 explains that streamlines have shifted from 

position I to position II which means that more streamlines 

follows the cylinder wall and swirl is generated with better 

efficiency after modification.  
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Thus, as per CFD flow analysis, it is revealed that with helix 

parameter modification velocity increases and also the 

streamlines are enforced to follow the cylinder wall and the 

swirl is generated with better efficiency.  

CONCLUSION 

  As per this research work, helix modification is 

recommended to obtain the required flow characteristics, if 

change required in average swirl ratio is approximately 

double than opposite change required for average flow 

coefficient for a CIDI diesel engine cylinder head intake 

port. CFD analysis can be used to determine flow coefficient 

with approx 4 % variation from experimentation data. Both 

experimental and CFD analysis depicted that with helix 

parameter modification axial velocity component reduces 

and tangential velocity component increases resulting in 

better swirl generation.  Also, CFD analysis has clarified 

that   velocity near valve seat increases and the streamlines 

are enforced to move towards cylinder wall with helix 

modification which was difficult to explain from 

experimentation. 
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 DEFINITIONS/ABBREVIATIONS 

CI Compression Ignition 

DI Direct Injection 

dv Valve seat diameter 

Dp

  

Distance between peripheral side wall  and valve 

axis 

W Width of helical section parallel to valve axis 

Wh Initial width of the helix 

 

APPENDIX  

Swirl Ratio 

It is defined as the ratio of anemometer speed to engine 

fictitious speed as shown by equation (1). 

.

30m

Vn

n

n hDD 


     
      

            (1) 

Where, 

nD =anemometer speed[min-1] 

n = engine speed [min-1] 

ṁ = mass flow 

Vh= cylinder displacement 

ρ = air density 

 

Swirl Number or Average Swirl Ratio 

It is obtained by integration over crank angle between TDC 

to BDC considering valve lift and piston speed. Equation (2) 

is commonly used for calculating average swirl ratio from 

the results of steady state flow tests conducted with paddle 

wheel method [5]. 

 






d
c

ac

n

n

n

n

m

D

m

D

2

0

1





















  
      

 (2) 

Where, 

  c(a) = actual piston speed 

   index m = mean 

 

Dimensionless flow coefficient 

It is defined as the ratio of actual mass flow over a 

theoretical mass flow; refer to equation (3). Actual mass 



 

 

 Effect of helix parameter modification on flow characteristics of CIDI diesel engine helical intake port 

  

 

IFERP International Conference    Pune                 25                    ISBN:9788192958042 

 

 

flow value is obtained from the measurement of mass flow 

rate for a fixed pressure drop Δp across the port at different 

valve lift using a steady air flow or it is a measure of the 

pressure loss introduced by the port/valve combination. 

While, theoretical mass flow is calculated from the fictitious 

velocity in the open seat area (π/4)*dv
2
 at an equal pressure 

drop assuming a flow free of losses [3], refer equation (4). 

.
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   (4) 

 

Where, 

z = number of valves 

dv = inner seat diameter 

 

Average Flow Coefficient  

It is computed by integration over the crank angle between 

TDC and BDC considering valve lift and piston 

displacement. Equation (6) is commonly used for 

calculating average or mean flow coefficients from the 

results of steady state flow tests conducted with paddle 

wheel method [5]. 
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Abstract- Nowadays Base Isolation is widely accepted as a protection system for structures against seismic threats. Its basic 

principle is to isolate the superstructure from the substructure and to have a flexible material in the horizontal plane that is 

capable of preventing energy flow into the superstructure, in other words here the structure is decoupled from the earthquake 

ground motions by providing separate isolation devices between the base of the structures and its foundation thereby shifting the 

fundamental period of the structure out of the range of dominant earthquake energy frequencies and prevent the superstructure 

from absorbing it.The aim of this study is  to provide a brief overview of the seismic isolation technology that is rapidly becoming 

more prevalent in the seismic design of building structures and a parametric comparison on the basis of Dynamic Analysis i.e. 

Response Spectrum Analysis between Fixed Base and Base Isolated Structure using Lead Core Rubber Bearing is made. For 

comparison purpose, a G+4 story RC Model is considered and the analysis is conducted with the help of Midas Gen Software. 

 

 

Key words- Base Isolation, Lead Core Rubber Bearing, Decoupled, Hysteric Behavior, Response Spectrum Analysis. 

 

 

I. INTRODUCTION    

  The seismic isolation structures from ground motions is 

already a well-known method. During earthquake it 

provides a high reliability and protection from damages than 

an earthquake resistant system. Seismic isolation technology 

allows converting weak and vulnerable buildings to 

practically earthquake proof buildings by reducing the 

transfer of the ground motion effect to the building without 

interruption of the functional operations of it. 

Seismic isolation commonly referred to as base isolation is a 

construction method for protecting buildings, in which the 

building and ground are separated by an isolation system to 

reduce the transfer of seismic vibrations through the 

structure. It reduces the seismic forces and changes it to a 

slow & relatively low vibration, so not only the building, but 

also everything inside is protected. 

In recent year base isolation has become an increasingly 

applied structural design technique for important structures 

in highly seismic zones. Many structures have been built 

using this approach and many others in the design phase or 

under construction. Principle of base isolation can be well 

explained using response spectrum analysis, as acceleration 

is one of the most important factor affecting the response of 

a structure. The base isolation system is inherently nonlinear 

i.e. it possess material or geometrical or both nonlinearity 

with hysteretic behavior. For general design purpose an  

 

 

equivalent linear approach is followed in the form of 

response spectrum analysis for simple understanding. 

II. BASIC PRINCIPLE OF BASE ISOLATION 

In seismic base isolation, a flexible mount is inserted at the 

bottom level of the structure. This mount increases the 

damping and the flexibility of the structure in the horizontal 

direction. This increases the time period of the structure. 

Thereby by base isolation, a reduction in seismic demand is 

achieved. 

Generally Base isolation techniques follow two approaches. 

In the first one, a layer of low lateral stiffness is introduced 

between the structure and foundation. With this isolation 

layer, natural time period of structure is lengthened than its 

fixed base period. 

The second approach uses sliding elements between 

foundation and base of the structure. The shear force 

transmitted to the structure across the isolation interface is 

kept under control by keeping the coefficient of friction as 

low as possible. 

 

III. LEAD RUBBER BEARING (LRB) 

The Lead-rubber Bearing Isolator is a type of elastomeric 

bearings. It is probably the most economical isolator. It 

comprises of a rubber pad reinforced with laminated steel 

sheets as shown in Figure-1, circular lead core is inserted at 
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the center of the rubber pad. The pad is then attached to two 

steel plates at both extreme faces as interface to connect the 

isolator with the structure. 

The rubber used in these isolators consists of the same 

elastomeric material used in bridges with special 

specifications to accommodate seismic requirements. The 

rubber in this case serves as a soft material that provides soft 

support for isolation purposes. The rubber itself is not a 

good energy dissipater since it is a purely elastic material. 

Owing to low damping in rubber compounds that is in 

adequate to control the displacements of the isolation 

system, researchers developed a system that uses a cylinder 

of lead enclosed is an elastomeric bearing. The function of 

lead plate is primarily to dissipate energy while the 

laminated rubber bearing provides the lateral flexibility. 

 

 

 

 

 

Figure -1: Lead Core Rubber Bearing (LRB) 

 

As a material, lead has moderate stiffness and large capacity 

of energy dissipation, therefore it is considered ideal for this 

system to achieve three important goals. First, it limits large 

displacements due to lateral forces under normal conditions 

due to its elastic stiffness. Second, it yields under seismic 

excitations at low force levels to activate the function of the 

rubber as an isolator. Third, it serves as a damper due to its 

large energy dissipation capacity. 

 

IV. LITERATURE REVIEW 

 

Many technical papers from various construction journals 

from India and abroad are studied to understand the 

necessity of this study and its importance in view of present 

scenario in construction industry. Very limited work has 

been done in India on this subject. However, detailed study 

has been done in Japan, New Zealand and other countries on 

Base Isolation and its pros and cons.  

[Kelly, 1986] has compiled a review of Isolation Devices 

used and studied between 1980 to 1984.Many Scientists 

have studied the dynamic behaviors of base isolated 

structures under earthquakes using different devices for 

seismic isolation. A comprehensive study on application of 

isolation devices for practical use was put forward by 

[Skinner, 1993]. 

In general most isolation systems are nonlinear in terms of 

force displacement relationship; however a linear analysis of 

base isolated structure using simple model allows us to 

study the dynamics of the system more efficiently [Chopra, 

2002].The nonlinear behavior of the isolation systems can 

be effectively expressed as Bilinear [Pradeep Kumar, 2007] 

also the 3D dynamic analysis procedure of base isolated 

Structure is discussed by [Deb, 2004]. 

1. modelling and description of structural system 

The current study is aimed at studying the effectiveness of 

base isolation for a simple reinforced concrete structure. In 

order to make a parametric comparision between a Fixed & 

Base Isolated Structure, a Five Story reinforced building has 

been modelled and analysed using structural analysis 

software Midas-Gen.  

 

 Building Features: 

 

1. Type of Structure 
Multi-story Reinforced 

Concrete frame 

2. Earthquake Zone IV 

 Response reduction factor 3 

 Importance factor 1.5 

3. Layout & Elevation As shown in Figure no 2,3 

4. Number of stories 5 (G + 4) 

5. Ground story height 3.0m 

6. Floor-to-floor height 3.0 m 

 7. Live load 3 KN/m2 

8. Materials M 30  and Fe 500 

9. Seismic analysis 
Response Spectrum 

Analysis 

10. Design Philosophy 

Limit state method 

conforming to IS 456 : 2000 

+ IS 13920 
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11. Size of  columns 400 X 400  mm 

12. Size of Beams 300 X 600 mm 

13. Slab Thickness 160 mm 

14. Structural Analysis Midas Gen 2015 version 11 

 

Isolator Properties 

Vertical Stiffness (Kv) 814 KN/mm 

Horizontal Stiffness (Kr) 1.1 KN/mm 

Equivalent Stiffness (Ke) 1.89 KN/mm 

Yield Force(Q) 315 KN 

Post Yield Stiffness Ratio 0.1 

 

 

 

 

 

 

 

Figure-2:Typical Floor Plan 

 

Figure-3: Elevation 

 

V. RESULTS AND DISCUSSION 

Response Spectrum Analysis 

In case of seismic loading, the most popular way of 

quantifying the demand is by using Response Spectrum. 

Response Spectrum is a plot of spectral parameters 

(acceleration, velocity or displacement) versus the time 

period for some given level of damping.  These spectral 

parameters are used further to calculate the demand on the 

various structural components In the present work building 

with LRB having bilinear force deformation behavior is 

used. The results are presented in comparative manner. 

Table-1: Time Period 

Mode 

Fixed Base 

Response 

Spectrum Time 

Period (Sec ) 

Base Isolated Response 

Spectrum Time Period 

(Sec) 

1 0.7919 1.6802 

2 0.7919 1.6784 

3 0.6631 1.4476 

4 0.2569 0.3432 

5 0.2569 0.3416 

6 0.2154 0.2803 
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7 0.1447 0.1659 

8 0.1447 0.1645 

9 0.1241 0.1417 

10 0.1009 0.1112 

 

 

Figure-4: Time Period vs Mode 

From the Graph it is clearly visible in case of base isolated 

model the time period for the first 3 major Mode shapes has 

increased predominately when compared to the fixed base 

one. Hence the primary function for which we introduce 

base isolator i.e. to lengthen the time period is served 

Table-2: Frequency 

Mode 

Fixed Base 

Response 

Spectrum 

frequency 

(rad/Sec ) 

Base Isolated Response 

Spectrum frequency 

(rad/Sec) 

1 7.9345 3.7396 

2 7.9345 3.7435 

3 9.4759 4.3404 

4 24.453 18.3057 

5 24.453 18.3917 

6 29.1709 22.4139 

7 43.4314 37.8817 

8 43.4314 38.1907 

9 50.6277 44.3522 

10 62.2475 56.5289 

 

Here, from the results of Time Period and Frequency it is 

quite clear that by providing base isolators the time period 

increases which aids us in reducing the intensity of a seismic 

threat.  

 

Table-3: Story Shear 

 

  

Fixed 

Base 

Base 

Isolated 

Fixed 

Base 

Base 

Isolated 

Story RX(RS) RX(RS) RY(RS) RY(RS) 

  X(KN) X(KN) Y (KN) Y (KN) 

Roof 0 0 0 0 

5F 220.79 92.66 220.52 93.33 

4F 423.7 185.55 423.69 186.99 

3F 593.27 272.9 593.15 275.4 

2F 732.74 355.23 732.73 358.79 

1F 843.75 433.25 843.66 437.9 

 

 

 

Figure-5 Story Shear vs Story Level 

 

Table-4: Story Drift 
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Drift     

(mm) 

(mm) Drift     

(mm) 

(mm) 

5F 1.351 0.7853 1.3506 0.6841 

4F 2.177 1.2113 2.177 1.0823 

3F 2.8773 1.6248 2.8771 1.4693 

2F 3.427 2.0199 3.427 1.8419 

1F 3.9144 2.7491 3.9142 2.5503 

 

Table-5: Force & Moment in Beam 

 

  Fixed Base Base Isolated 

Beam 

No (93) Left Center Right Left Center Right 

Shear 

Force 

(KN) 55.4 55.35 55.35 24 24 24 

Moment 

(KNm) 96 12.93 70.09 43 7 29 

 

Table-6: Force & moment in column 

 

  Fixed Base Base Isolated 

Column No (105) Top Bottom Top Bottom 

Axial Force (KN) 121 121 47.6 48 

Shear Force (KN) 36 36 15.3 15 

Moment (KNm) 53.3 55.6 22.3 24 

 

CONCLUSION 

 

In this study it is quite clear that base isolation is quite 

effective in reducing the response as compared to fixed base 

system. Base isolation helps in reducing the design 

parameters i.e. bending moments in the structural members 

and base shear above the isolation by a considerable 

amount. The shear and the bending moments are reduced 

due to higher time period of the base isolated structure 

which results in lower acceleration acting on the structure 

due to base isolation devices. The absolute displacements 

increases but the relative displacements are reduced thus 

reducing the damages to the structure when subjected to an 

earthquake. 

By the dynamic analysis it is seen that the base shear 

reduces by 50-55% in response spectrum analysis. 

 

India is composed of strong, moderate and weak earthquake 

regions. Because of which consideration of vibration 

analysis in design is of great importance & interest. The 

seismic isolation analysis method has received the spotlight 

in many technologically advanced countries. With 

tremendously growing average lifestyle the interest for the 

safety aspect is also growing. Natural calamities are the 

most devastating among all the dangers, earthquake is one 

of the most dangerous natural calamity whose intensity can 

be predicted nor be combated when it hits. Hence engineers 

have to be equipped & prepared with the recent & modern 

safety systems in order to minimize the losses and damages. 
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Abstract- Visual Cryptography is Data Security Technique which allows Visual Information like Picture, Text etc to be encrypted 

in a such way that decryption operation does not require Computer Visual Cryptography was introduced by Moni Naor and Adi 

ShamirThere are various Techniques to secure the images. There is One LZW data compression algorithm in that image is 

encrypted by using data compression but only .png and .gnf format is support.Visual Cryptography Scheme suffer from 

Transmission risk problem because the noise like shares will raise the suspicions of attackers and attacker might intercept the 

transmission There is one Halftone Visual cryptography which reduce transmission risk but faces some problems like Pixel 

expansion and Visual Quality Degradation. In proposed System Pixel Expansion and Visual quality Degradation these problems 

are solved by using combination of run length encoding algorithm and FOG removal algorithm. Also .jpeg format is supportable in  

LZW data Compression by using Huffman Coding Algorithm. 

 

Key words- Visual Cryptography, Halftone, Pixel Expansion, visual Quality Degradation. 

 

 

I. INTRODUCTION    

Visual Cryptography is a new Cryptography 

Technique which is used to secure the images. In Visual 

cryptography Image is divided into parts called Shares [1] 

and then they are distributed to the participants. the 

decryption side just stacking the share image gets the image. 

there is a secret image which is encrypted into some share 

images. The secret image is called the original secret image 

for clarity, and the share images are the encrypted images. 

When a qualified set of share images are stacked together 

properly, it gives a visual image which is almost the same as 

the original secret image or recovered secret image.  

Visual Cryptography encrypts a secret image into 

shares such that stacking sufficient number of shares reveals 

the secret image. Shares are visually presented in 

transparencies. Visual Cryptography for Black and White 

was introduced by Moni Naor and Adi Shamir.[2] In Visual 

Cryptography for black and white image, one secret binary 

image is cryptographically encoded into n numbers of share 

of random binary pattern.[6] Share means Image is divided 

into parts is called Share. In the case of black and white 

images, the original secret image is represented as a pattern 

of black and white pixels. Each of these pixels is divided 

into sub pixels which themselves are encoded as black and 

white to produce the share images. and will focus on the 

black and white images, where a white pixel is denoted by 

the number 0 and a black pixels denoted by the number 1[4]. 

 

II. PREVIOUS WORK FOR VISUAL 

CRYPTOGRAPHY MODEL  : 

A. Visual Cryptography  use for Secure the images 

First Image is encrypt by dividing the original 

transparencies. And these transparencies can be sent to 

intended receiver. On the another Hand Transparencies 

received person can decrypt the transparencies using Tools 

and gets the original Image. 

B.  Visual cryptography for Binary Image 

The original image is taken in the form of binary images, 1 

for a black pixel and 0 for a white pixel. A single pixel from 

the original image is sub divided into two sub pixels in the 

share image 

 

 

Figure 1: VCS for Binary Image 

Visual Cryptography Schemes (VCS) is a method of image 

encryption used to hide the secret information in images.The 

secret image can be recovered simply by stacking the shares 

without any complex computation involved 
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C. Visual Cryptography for gray scale image 

Transform the gray-level image into a black-and-white 

halftone image. 

 

 

Figure 2:VCS for Gray scale Image 

For each black or white pixel in the halftone image, 

decompose it into a 2×2 block of the two transparencies. If 

the pixel is white, randomly select one combination from the 

former two rows as the content of blocks in Shares 1 and 2. 

If the pixel is black, randomly select one combination from 

the latter two rows as the content of the blocks in the two 

transparencies 

 

D. Visual cryptography for Color Model 

Using the properties of the HVS to force the recognition of a 

secret message from overlapping shares, the secret image is 

decrypted without additional computations and any 

knowledge of cryptography. In Visual Cryptography for 

Color Model The additive and subtractive models are 

used[5]. 

 

Figure 3:VCS for Color Image 

Basic Principles of Color- 

 Additive Model-primary Color (red blue and green) 

are mixed to obtain the desired color.[4] eg. 

Computer Screen. 

 Subtractive Model-Color is represented by 

combinations of color lights reflected from the 

surface of an object. 

III. PROBLEM STATEMENT: 

Visual Cryptography scheme (VCs) generates random and 

meaningless share to share and protect secret images. 

Conventionally Visual Cryptography Scheme suffer from 

Transmission risk problem because the noise like shares will 

raise the suspicions of attackers and attacker might intercept 

the transmission 

 

Figure:4 (a) Original Image,(b) Proceed image 

after applying FOG removal algorithm 

There is one halftone Visual Cryptography in that 

hiding Share Content in halftone share to reduce 

transmission risk. but Pixel Expansion and Visual Quality 

Degradation Problems are arise. Visual Cryptography 

Scheme (BVCS) reduce Transmission Risk and pixel 

Expansion problem reduce by RLE Compression Algorithm 

and Visual Quality Degradation Problem reduced by 

Combination of two Algorithm-RLE Compression 

algorithm and FOG Removal Algorithm.[7] A Technique 

for Image Encryption using LZW data Compression 

Algorithm, in that JPEG image does not Support. It suports 

only .png and .gnf format. To support JPEG format in LZW 

data compression Algorithm, Huffman encoding algorithm 

is use 

 

IV. PROPOSED SOLUTION 

To Solve Visual Quality degradation and Pixel Expansion  

Problem Run Length Encoding and FOG Removal 

Algorithm is Used. And also In LZW data Compression 

JPEG format is not Supportable. To Support JPEG Format 

in LZW data Compression we use Huffman Encoding 

Algorithm.  

A. Run Length Encoding Algorithm:- 

 I. Procedure to compression of image by using RLE: 

1. Read input image. 

2. Separate image into component channel matrices 

3. Run RLE on individual matrices 

4. Use mono character symbols for replacement. 

5. Use hybrid symbols 

6. Append encoded matrices and dictionary to produce 

output. 

 

II.Procedure to decompression of image by using RLE: 

 

1. Read encrypted file information. 

2. Separate dictionary and encrypted image information. 

3. Create two temporary data references, one for mono 

character another for hybrid symbols 
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4. Match symbols in encrypted files with references 1& 2. If 

match found, retrieve the information and fill up the 

decrypted matrix for the corresponding channel. 

5. Do the previous process for all channel matrices 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 (a)Run Length Enncoding compression Scheme (b)Run 

Length Encoding Decompression Scheme 

 

B. FOG REMOVAL ALGORITHM:- 

In the first step, the background depth map is 

calculated from two images, which are obtained from 

different weather condition. It is easy to get those images, 

because in outdoor surveillance applications, video cameras 

capture the same scene over long periods of time during 

which the weather may change. Also, the background depth 

map for the same scene only needs to be computed just once 

and not for every video frame. In the second step, we first 

calculate the observed depth map using the observed frame. 

Then the difference between the observed depth map and 

the background depth map is measured. Finally, the new 

object or the missing object in the current image will be 

extracted by the threshold method. 

1. DARK CHANNEL PRIOR MODEL: 

The dark channel is defined to be the minimum over the 

entire patch of the minimum intensity over all three color 

channels. 

 

 

 

2. FOG PROPERTY MEASUREMENT: 

dark channel prior only needs to be computed once for a 

fixed scene. Let Ic(M,N) denote the clear image, where M,N 

denote the image width and height, respectively.  

 

3. ATMOSPHERIC SCATTERING 

MODEL:- 

poor visibility in bad weather is due to the substantial 

presence of atmospheric particles that have significant size 

and distribution in the participating transmission medium. 

Light from the atmosphere and light reflected from an object 

are absorbed and scattered by those particles, causing the 

visibility of a scene to be degraded. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Procedure of FOG Removal Algorithm 
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V. DIRECT TRANSMISSION:  

Because of the atmospheric scattering effect, a fraction of 

light flux is removed from the scene object. 

 

VI. AIRLIGHT: 

When direction transmission causes scene radiance to 

decrease with path length, airlight increases the light flux 

with path length. The airlight model describes a column 

of atmosphere acting as a light source by reflecting 

environmental illumination towards an observer.  

 

VII. SHARPENING 

 

Because the dark channel prior is calculated over each small 

patch, the transmission is constant in this patch, causing the 

restored image to contain some block effects. In order to 

smooth the restored image and preserve the object edges, the 

bilateral filtering algorithm isadopted to refine this image 

 

C. HUFFMAN ENCODING ALGORITHM IN LZW 

DATA COMPRESSION TO SUPPORT JPEG  

FORMATHuffman coding is an entropy encoding algorithm 

used for lossless data compression[9]. The Huffman code 

refers to the use of a variable-length code table for encoding 

a source symbol (such as a character in a file) where the 

variable-length code table has been constructed in a 

particular way based on the estimated probability of 

occurrence for each possible value of the source symbol.[6] 

 

 

 

 

 

 

 

 

 

 

 

 

Figure:7  Architecture of JPEG Image 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Procedure of Huffman Encoding Algorithm 

by using Huffman Encoding Algorithm  

      

The decoding algorithm can re-create the same set of 

symbol frequencies from its de-compressed image pixels 

CONCLUSION:- 

In Visual Cryptography ,The decoded secret image quality 

is improve by using combination of two algorithm such as 

Run Length Encoding and FOG algorithm.. 

Visual Cryptography Scheme suffer from Transmission risk 

problem because the noise like shares will raise the 

suspicions of attackers and attacker might intercept the 

transmission There is one Halftone Visual cryptography 

which reduce transmission risk but faces some problems like 

Pixel expansion and Visual Quality Degradation. In 

Proposed System These two Problems are solved by RLE 

and FOG Removal algorithm. 

There is one LZW data Compression algorithm in that, only 

.png and .gnf images are supportable to encrypt that image. 

In Proposed System .jpeg format is supportable by using 

Huffman Coding Algorithm in LZW data Compression. In 

Future we prove the Effectiveness and Flexibility of Image. 
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Abstract- Underwater applications like Mine exploration, Pipeline / Cable laying, Hydrography, etc. warrant for 

different studies like Geo-technical, Geo-physical and other investigations in both Shallow and Deep water in the sea. 

Mostly, the mentioned studies are carried out using underwater marine acoustic instrumentations. The acoustic 

signals, in particular, shallow water suffers severe disturbances due to Ambient Noise in the sea. The Ambient noise in 

underwater is very unique, location specific and nearly deterministic also. Hence this paper aims at developing de-

noising algorithm to improve the Signal to Noise Ratio (SNR) using the Uniform Filter Bank and Wavelet Packet 

Decomposition . The simulation was carried out using the MATLAB . The Ambient noise used for the validation is sea 

truth data collected in Bay of Bengal using the broad band Hydrophones. The results obtained was very encouraging 

as that in the range of input SNR -15dB to 0dB, the improved output SNR is order of 9dB. This shows the efficiency of 

algorithm simulated. 
 

Key words- Underwater acoustic signal processing, underwater ambient noise, wavelet decomposition, underwater de-

noising techniques. 
 

 

I. INTRODUCTION    

Past two decades have seen advances in the research and 

development and deployment of underwater acoustic digital 

communication system. The area of primary interest is the 

military and deep sea research applications.[1].  

In addition, un-tethered systems are also of increasing 

interest in a wide variety of applications, such as 

commercial fishing and oil exploration, where remotely 

controlled vehicles and equipment are used to probe, sense, 

and actuate apparatus from a surface vehicle or station. With 

increasing interest in environmental sensing, as well as 

continued exploration of the potential for research, 

commercial, and scientific applications in the oceans, the 

readily available of high-rate digital acoustic 

communications systems has become a catalyst for an 

explosion of applications. These applications range from 

command and control links to submarines and autonomous 

underwater vehicles and search-and-rescue contexts, to 

remote operation and control of sensing equipment in deep 

sea mining, off-shore oil exploration, and environmental 

monitoring[2].  Underwater acoustic signals are affected by 

shallow water condition and ambient noise during the 

transmission [3]. The shallow water ambient noises are both 

natural and human-made, with different sources exhibiting 

different directional and spectral characteristics. Therefore,  

 

 

before recovering original signal from received acoustic 

signals, it is necessary to remove the present ambient noise 

so as to keep the important signal features as much as 

possible using matched filter concept[4] .   

 

Wavelet packet decomposition[5] and the selection of the 

so–called “best basis”[6]  in the sense of some criteria. It has 

been shown that an orthogonal wavelet basis is particularly 

adapted to discriminate signal and noise [7] the latter is 

represented by small coefficients on the wavelet domain. In 

that case, the “HardThresholding” [8] of the lowest 

coefficients leads to a noise reduction.   

 

Gabor filter technique is projection of the signal into 

separate spectral channels and all filters have the same 

shape. In such space, the noise power is spread over all 

spectral channels and can be rejected by canceling all the 

coefficients below the noise threshold. As will be shown, 

the estimation of the noise threshold can be performed by 

means of high order statistics [9] [10] [11] 

This paper aims at developing a de-noising algorithm to 

improve the Signal to Noise Ratio (SNR) using the most 
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match able Gabor Wavelet. The simulation was carried out 

using MATLAB. The Ambient noise used for the validation 

is sea truth data collected in Bay of Bengal using the broad 

band Hydrophones  

 

II. CLASSIFICATION OF UNDERWATER 

NOISE 

Acoustic noise can be considered as any sound other than 

the desired sounds. The ocean and many other bodies of 

water are very noisy with sounds being generated by the 

variety of different sources. The acoustic noise in the ocean 

is often referred to as ambient or background noise and is 

normally measured in terms of intensity in dB detected by 

an omni-directional hydrophone. Noise intensity may be 

measured in different frequency bands.  

Ambient noise in shallow water tends to be highly variable, 

both in time and location. It is generally classified as given 

Fig 1. in the broad categories like wind , rain, ship, thermal 

based noises, etc. 

 
Fig.1. Classification of noise signal 

 

III. DATA COLLECTION 

For this particular work, Chennai has been selected in Bay 

of Bengal, as the data collection location. Generally, the 

data collection is done taking a reasonably equipped boat to 

a minimum of 30m depth shallow water and making a 

measurement.  

 

Measurement system and its overview  

The overall measurement arrangement which includes a 

boat in shallow water is given in Figure.2. In this 

arrangement the measurement system in particular consists 

of two hydrophones and its mounting arrangements, Data 

Acquisition System (DAS) and power supply. The 

calibrated omni directional hydrophone sensor with 

receiving sensitivity of -170dB with re 1V/μPa, over a 

frequency range 0.1 Hz to 25 kHz was used to measure the 

acoustic pressure of ambient noise. Both the hydrophones 

are mounted as shown in figure 3.5 in “L” shaped PVC tube 

filled with enough concrete so that it has got its self weight 

to sink in the underwater without floating or drifting due to 

shallow water environment. The other specifications of the 

measurement systems are provided in Table.1 

 

 

 

 

 

 

 
Table 1: Hydrophone Specifications 

 
Fig 2.Measuring arrangement in the sea 

 

IV. SIGNAL DENOISING TECHNIQUES 

Underwater de-noising techniques are classically based on 

the projection of the ambient noisy signal on a new 

space[12], in which the signal and the noise do not overlap. 

The ambient noise in view of new space projection is 

eliminated by preserving the signal into subspace only. 

Applying into inverse projection technique, a denoised form 

of the original signal is recovered.   

 

In view of applying projection techniques, is the class of 

unitary transforms since they have the more useful 

properties for underwater signal processing. Among all, 

unitary transforms assure that the existence of an inverse 

transform technique and preserve the acoustic signal energy 

on the transformed space. Fig3. Wenz model [12] of the 

power spectral density of the underwater ambient noise.  

 

The underwater denoising techniques considered here are 

based on this framework: the acoustic signal is projected on 

a new space with a unitary transform technique, properly 

filtered in this new space and, with the inverse unitary 

transform technique, estimated back to the original signal 

space. 
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    Fig.3 Wenz model [12] of the power spectral density of 

the underwater ambient noise 

 

Wavelet Packet Decomposition  

Wavelet has generated a tremendous interest in both applied 

and theoretical areas [13],[14]. The wavelet transform 

theory provides an alternative tool for short time analysis of 

quasi stationary signal such as Speech as opposed to 

traditional transforms like FFT. Wavelet analysis is a 

powerful and popular tool for the analysis of non-stationary 

signals. The wavelet transform is a joint function of a time 

series of interest d(t) and an analyzing function or wavelet. 

This transform isolates signal variability both in time t, and 

also in “scale” s, by rescaling and shifting the analyzing 

wavelet.  

 

Wavelet packet decomposition (WPD) is extended from the 

wavelet decomposition (WD). It includes multiple bases and 

different basis will result in different classification 

performance and cover the shortage of fixed time–frequency 

decomposition in DWT.     The algorithm of the wavelet 

packet decomposition and reconstruction is 

 
Determination of threshold function  

On wavelet packet de-noising, threshold function is 

embodied that it adopts different strategy to deal with 

coefficients accordingly which is more or less than the 

threshold. Soft and hard threshold function has been widely 

applied. 

 

 
A Gabor filter expressed by 

 

  
Fig.4.Gabor Wavelet 

 
Fig 5. Symlet wavelet 

For comparative purpose, Symlet filter is also taken for the 

study. The symlets are nearly symmetrical, orthogonal and 

biorthogonal wavelets proposed by Daubechies as 

modifications to the db family. The properties of the two 

wavelet families are similar. Wavelet is shown in figure 5. 

Let assume a frequency bandwidth of interest area 

which will cover the different filter 

frequency range. Gabor filter with frequency equal to the 

centre of the sub-band. The representation of any bandwidth 

signal d(t) 

 

 
 

This condition implies that the number of filters and of the 

Gaussian envelope signal have to be carefully chosen to 

verify (8). If this condition is satisfied, the inverse unitary 

operator has a simple as it is the sum of all spectral 

channels. The Gabor filter provides the Time-Frequency 

representation of the given signal.  
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For a noisy coherence signal, the each spectral channel has 

various statistical properties. In overview, coherent 

components are characterized, in the Time-Frequency plane, 

by high and concentrated coefficients while noise is 

characterized by low and spread coefficients. Therefore, 

noise reduction has done by using thresholding lowest 

coefficients leads.  The estimation of the noise threshold can 

be addressed with higher–order–statistics [5]. The root–

mean–square (RMS) expressed by 

 

 
This expressed equation gives the mean energy value at a 

specific time and over each spectral channel. At a time when 

only the ambient noise is present, the quantity of energy 

value over the spectral channels is the energy value of the 

ambient noise. By contrast, at a time when noise and signal 

are both present, the quantity of energy value over the 

spectral channels is the energy value of the signal and the 

energy value of the ambient noise. The result shows that, the 

RMS value is low when noise only present and high if 

signal and noise are both present. In the later section, Fig.10 

shows the Gabor filter response for various sigma values. 

 

 

SIMULATION AND EXPERIMENT 

A gated linear FM wave as signal (acoustic) e(t) is assumed 

to be transmitted through a mid frequency water channel 

and the simulated signal is given in Fig.6 

 

 
Fig.6 Gated Linear FM signal                        

 
Fig.8 Noise signal                                    

 
Fig.9 Noisy Signal 

 

For analyzing the signal is added with the underwater 

ambient noise which collected in Chennai, at Bay of Bengal 

given in Fig.8. The reference signal is simulated at 20kHz. 

The noise data is the real time data collected and is assumed 

to be stationary, gaussian, with a Wenz–shaped power 

spectral density (Fig.3). The results have been obtained with 

50 different noise realizations and have to be taken in an 

average.                                  

The proposed de-noising methods reduce the noise while 

preserving the useful part of the signal. Each method has 

different type of performance with regards to the recovery 

of the signal boundary. Fig. 10 shows the Schematic 

representation of the simulation procedure.  

 

Fig.11 shows, as one example, the Gabor filter response for 

various sigma values. . These results come from the non–

linearity of the Hard Threshold procedure, which suppress a 

few wavelet coefficients that are involved in less noise 

reduction performance. By selecting the number of retained 

principal components using Kaiser's rule, the noise removal 

is done and its shows that better performance higher sigma 

value although there is considerable reduction in the signal 

level. It is visually more satisfactory by seeing the time 

series original signal. It gives the best results and better 

performance 

 

 
Fig.10 Schematic representation of the simulation procedure 

Fig.12 shows input signal–to–noise ratio (input SNR) versus 

the output signal–to–noise ratio (output SNR) and used 

expressions are  
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Where “Input power” and “Output Power” are respectively 

the signal power before and after denoising, and “Noise 

power” are respectively on the same frequency band of the 

signal. From the Fig 12 , it is revealed that all three methods  

lead to an improvement of the SNR in which confirm a 

significant reduction of the noise. However, this suggests 

that only Gabor filter gives the improved output SNR is 

order of 9dB in the range of input SNR -15dB to 0dB. This 

shows the efficiency of algorithm simulated. 

 

 
Fig.11.Gabor filter response for different sigma values 

 

       
Fig.12  Comparative analysis of the de-noising procedures 

to improve SNR. 

 

CONCLUSION 

In this paper, it is explained that underwater acoustic 

instruments plays prominent role in exploration and 

exploitation of both living and non-living ocean resources of 

many varieties of underwater applications. It is observed 

that the acoustic signals, in particular, shallow water suffers 

severe disturbances due to Ambient Noise in the sea. The 

Ambient noise in underwater is very unique, location 

specific and nearly deterministic also. It is important that the 

development of de-noising algorithm with an appropriate 

technique. In addition, validating the mentioned algorithm 

with sea-truth ambient noise collected at particular location 

is also equally important. So, the noise in underwater is 

collected in Chennai at Bay of Bengal and it is found that 

the collected noise is a composite of various sources with 

miscellaneous spectral characteristics. To overcome this 

primal limitation, the most proven de-noising techniques, 

wavelet decomposition with two different wavelet  (Gabor 

and Symlet) have been studied. This technique is based on 

the transformation of the signal on a unitary space. This 

assurance the existences of an inverse transform.  

 

On this new space, a FIR filtering method has been applied 

to remove the noise. Finally, performances of the two de-

noising technique procedures with two different wavelets 

(Gabor and Symlet) have been investigated with realistic 

simulated data. Results show that these methods lead to a 

noise reduction. However, the proposed Gabor filter–based 

denoising method gives better results. It leads to a better 

noise reduction and significant improvement. The results 

obtained was very encouraging as that in the range of input 

SNR -15dB to 0dB, the improved output SNR is order of 

9dB. This shows the efficiency of algorithm simulated. 

Future works concern a firmware implementation of a new 

class of Time Frequency filters adapted to underwater 

environment signals whose frequency content varies 

strongly in time. 
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Abstract- Data security has become a very important aspect in recent years due to drastic progress in the use of internet. Many 

ciphers have been developed to provide data security but all the conventional encryption techniques have proved to be weak and 

amenable to attack even by use of brute force and traditional cryptanalysis. Caesar cipher is the simplest and weakest because it 

can be simply attacked by brute force cryptanalysis.  This work proposes an improvement over Caesar cipher by using row shift 

and column transformations. The improvement will no doubt eliminate the weakness of the Caesar cipher and provide ciphertext 

that is harder to crack. 

 

Key words- Caesar cipher, Brute force attack, Row Shifting, Column Transformation, Self inverse. 

 

 

I. INTRODUCTION    

In recent time, the internet has positioned itself to providing 

essential communication between millions of people and is 

being increasingly used as a tool for paperless transaction in 

business, private or governmental offices by means of e-

mail messages, e-cash transactions and so on. Due to this 

development there is a great need for transmission of data 

through internet in various businesses, private and 

governmental sectors. Part of this information is sensitive 

and confidential like banking transactions, credit 

information, governmental information and so on. 

Moreover, sensitive information is transferred over web 

using e-mails and so on. 

The confidentiality, authentication and integrity of such 

important information need to be maintained and protected. 

To protect this type of sensitive information from an 

unauthorized access, experts have come up with solutions 

embodied in the concept of „cryptography‟. Cryptography is 

the study of sending and receiving secret messages. The aim 

of cryptography is to send messages across a channel so that 

only the intended recipient of the message can read it. In 

addition, when a message is received, the recipient usually  

requires some assurance that the message is authentic; that 

is, that it has not been sent by someone who is trying to 

deceive the recipient. The message to be sent is called the 

plaintext message. The disguised message is called the 

ciphertext. The plaintext and the ciphertext are both written 

in an alphabet, consisting of letters or characters. Characters 

can include not only the familiar alphabetic characters 

A,…,Z and a,…, z but also digits, punctuation marks, and 

blanks. A cryptosystem, or cipher, has two parts: encryption,  

 

 

the process of transforming a plaintext message to a 

ciphertext message, and decryption, the reverse 

transformation of changing a ciphertext message into a 

plaintext message [1]. Caesar cipher is one of the most 

widely known encryption and decryption cipher. It is also 

the simplest and weakest cipher [2].  

 

The process of encryption and decryption of data is shown 

below: 

 
  Fig.1.1.1. Encryption and Decryption [5]. 

By using cryptography many goals can be achieved. These 

goals can be either all achievable in some applications at the 

same time or only one of them being achieved. The goals of 

cryptography include: 

(i) Confidentiality: this is the most important 

goal which ensures that nobody can 

understand the received message except 

the one who has the deciphering key. 

(ii) Authentication: this is the process of 

providing the identity that assures 

communicating entity is the one that it 

claimed to be, which applies to both 

entities and information itself. 

(iii) Data Integrity: this is a service which 

addresses the unauthorized alteration of 

data 
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(iv) Non-Repudiation: it is a mechanism used 

to prove that the sender really sent 

message and message was received by the 

specified party, so the recipient cannot 

claim the message was not sent. 

(v) Access control: it is the process of 

preventing an unauthorized use of 

resources. This goal controls who can 

access the resources [6]. 

 

II. REVIEW OF THE LITERATURE  

The earliest form of cryptography was the simple writing of 

a message that cannot be read by other people. In fact, the 

word „cryptography‟ comes from two Greek words „cryptos‟ 

and „graphein‟ which means hidden and writing 

respectively. The need to conceal message has been with us 

since we move out of caves, started living in groups and 

decided to take this civilization idea seriously [1].  The 

Greek‟s idea was to wrap a tape around a stick and then 

write the message on the wound tape. When the tape was 

unwounded the writing would be meaningless. The receiver 

of the message would of course have a stick of the same 

diameter and use it to decipher message [5]. 

 

  
The Roman method of cryptography was known as Caesar 

cipher, named after Julius Caeser who apparently used it to 

communicate with his generals. It is one of the earliest 

known and simplest ciphers. The Caesar cipher involves 

replacing each letter of the alphabet with the letter standing 

three places further down the alphabet. For example, 

      Plaintext:  MEET  ME  AFTER  THE  TOGA  PARTY 

     Ciphertext:PHHW  PH  DIWHU WKH WRJD  SDUWB 

If it is known that a given ciphertext is a Caesar cipher, then 

a brute-force cryptanalysis is easily performed: simply try 

all the 25 possible keys. Figure below shows the results of 

applying this strategy to the example ciphertext. In this case, 

the plaintext leaps out as occupying the third line [5].   

 

KEY 

1      OGGV  OG  CHVGT  VJG  VQIC  RCTVA 

2      NFFU   NF   BGUFS   UIF   UPHB QBSUZ 

3       MEET  ME  AFTER  THE  TOGA PARTY 

4       LDDS  LD   ZESDQ  SGD  SNFZ OZQSX 

Many ciphers have been developed to protect the 

confidential information, but almost all the conventional 

ciphers are proved to be weak and amenable to attack even 

by the use of brute force and traditional cryptanalysis. 

Hence there is a need to develop stronger and more secure 

ciphers that will overcome the shortcomings and 

weaknesses of the conventional ciphers, either by 

modification, combination and so on. 

III. PROPOSED WORK 

 

In this work Caesar cipher will be combined with row shift, 

column transformation and additional key. 

A. Row shift 

This involves shifting the rows of the grid from right to left 

the first row does not shift at all. 

B. Column transformation 

In column transformation we take each column separately 

and replace it with one where each entry is the sum of all 

other entries in the column. The addition is exclusive OR 

after turning each letter to binary digits. 

C. Encryption algorithm 

Step I: Encrypt the plaintext using the Caesar cipher. 

Step II: Write the encrypted message as mm grid (top to 

bottom and left to right). 

Step III: Shift the rows of the grid (R-L) using shift of  nth  

row =  1n shift. 

Step IV: add secret Key(s). 

Step V: Transform each column. 

D. Decryption algorithm 

Step I: Read the ciphertext and write as mm grid (top to 

bottom and left to right). 

Step II: Transform each Column. 

Step III: add Secret key(s). 

Step IV: Shift the rows of the grid (L-R) using shift of 

nth row =  1n shift. 

Step V: Write all the component of the matrix in a straight 

line (from top to bottom and left to right), and decrypt using 

Caesar cipher 

 

IV. ENCRYPTION AND DECRYPTION 

USING PROPOSED SYSTEM 

Correspondence Table (character – binary number) 

 

Character Binary 

  00000 

A 00001 

B 00010 

C 00011 



 
 

Improving the Security of Caesar Cipher Using Row Shift and Column Transformation  

  

 

IFERP International Conference    Pune                 45                    ISBN:9788192958042 

 

 

D 00100 

E 00101 

F 00110 

G 00111 

H 01000 

I 01001 

J 01010 

K 01011 

L 01100 

M 01101 

N 01110 

O 01111 

P 10000 

Q 10001 

R 10010 

S 10011 

T 10100 

U 10101 

V 10110 

W 10111 

X 11000 

Y 11001 

Z 11010 

Space(_) 11011 

! 11100 

. 11101 

, 11110 

? 11111 

 

 
 

 

A. Encryption 

 Suppose we want to encrypt “YES IT WORKS !!” using  

keys CONFERENCE XX!!! and TRANSFORMATIONXY 

 

                        !HV,LW,ZRUNV 
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





















CVZ

UV

NWH

RL

,

,

,!




+





















!

!_

!

XNF

EN

ERO

XCEC

 

 

   
00011

11100
! C     

   
01111

10111
OW  

             11111 =?   

              11000 = X 

 

01110

10101
 NU      

00101

00011
 FC  

      11011= _

               

00101= E 

Continuing in this way we get 

L + E = I     

     N + R = ! 

  + E = E     

   , + N = P  

R + C = Q     

    + E = E 

V + _ = M     

   Z + X = B 

, + X = F     

    H + ! = T 

, + ! = B      

   V + ! = J 

Thus, 

    





















JBPE

BME

TEX

FQI

_

!

?

 

Similarly, adding the second key we have 

 





















JBPE

BME

TEX

FQI

_

!

?

+





















YIRN

XTOA

NAFR

OMST

 

 

? + T = K     

          X + R = J 

_ + A = Z     

            E + N = K 

I + S = Z     

          ! + F = Z 
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E + O = J     

    P + R = B 

Q + M = !     

   E + A = D 

M+ T = Y     

   B + I = K 

F + O = I     

       T + N = Z 

B + X = Z     

   J + Y = S 

Thus,   





















SKBK

ZYJZ

ZDZJ

IZK !

  

Column transformation 









































































_

_

J

Z

ZJK

JKK

KKZ

KZJ

K

Z

J

K

 

01011

11010

01010

      

 

01011

01011

11010

  

    11011 = _   

    11010 = Z 

 

      

01010

01011

01011

      

 

11010

01010

01011

  

           01010 = J     

 11011 = _ 

For the second column 

 











































J

B

R

R

B

J

Z

Z

 

For the third column 

    











































A

S

N

V

Z

Y

D

!

 

For the last column 

     











































I

S

S

Z

Z

I




 

 

Thus,





















IAJ

SBJ

NRZ

SVR

_

_




 

Which gives our ciphertext as: _ZJ_RRBJVNSAS I  

A. Decryption 

_ZJ_RRBJVNSAS I  





















IAJ

SBJ

NRZ

SVR

_

_




 

Now, for column transformation we have, 









































































K

Z

J

K

JZ

Z

J

JZ

J

Z

_

__

__

_

_

_

 

Because,  

11011

01010

11010

     

   

11011

11011

01010

  

               01011 = K  

      01010 = J 
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11010

11011

11011

     

   

01010

11010

11011

  

      11010 = Z

      

  01011 = K 

Continuing this way we have, 

Second column: 

                   











































R

J

Z

Z

T

B

R

R

 

Third column: 

                   











































K

Y

D

A

S

N

V !

 

Fourth column: 

                    











































S

Z

Z

I

I

S




 

           





















SKBK

ZYJZ

ZDZJ

IZK !

    

Adding with the second key we have, 

     





















SKBK

ZYJZ

ZDZJ

IZK !

+ 





















YIRN

XTOA

NAFR

OMST

 

K + T = ?     

   J + R = X 

      Z + A = _       K + N = E 

      Z + S = I       Z + F = ! 

      J + O = E        B + R = P 

      ! + M = Q     D + A 

= E 

      Y + T = M     K + I 

= B 

      I + O = F     Z + N 

= T 

      Z + X = B     S + Y 

= J 

Adding with the first key we have, 

  





















JBPE

BME

TEX

FQI

_

!

?

 + 





















!

!_

!

XNF

EN

ERO

XCEC

 

  ? + C = !     

  X + O = W 

  _ + N = U   

   E + F = P 

   I + E = L   

    ! + R = N 

  E + E =     

   P + N = , 

  Q + C = R   

   E + E =   

  M + _ = V   

   B + X = Z 

  F + X = ,   

    T + ! = H 

  B + ! = ,    

   J + ! = V 

 

         Thus, 





















VZC

VU

HNW

RL

,,

,

,!




 

We now shift the rows (R – L) using shift of nth row = 

 1n shift. 

      

        





















CVZ

UV

NWH

RL

,

,

,!




 

Decrypting using Caesar cipher we have, 

     

    YES IT WORKS !! 

Hence, the original text. 

 

CONCLUSION 

The improved method is a combination of Caesar cipher 

with row shift, column transformation and additional key(s) 
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that provides secured and strong cipher. The improved 

system resulting from the merger of Caesar cipher, row 

shift, column transformation and addition of additional 

key(s) is becoming more complicated than some algorithms 

operated to work independently. The advantage of the 

system is that, it provides better security because even if 

some component ciphers are broken or some of the secret 

keys are recognized, the confidentiality of the original data 

can still be maintained. 
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Abstract- Recent years have witnessed the evolution of Web 2.0, which has drastically increased the volume of community-shared 

textual resources (posts, comments) and media resources (videos, images) over the web. Moreover, today the internet has become 

an effective communication platform for people. Because of which many cyberbullying content promoters have also been attracted 

towards online social networks. Online video sharing websites such as YouTube contain large number of videos and users 

promoting cyberbullying and harassment. Due to immense popularity, anonymity and fewer restrictions for publication, YouTube 

is misused by some users to promote cyberbullying and online harassment.  

Our research presents an approach to identify misdemeanor, harassment resulting in cyberbullying by mining the video 

metadata. We conduct a study on a training dataset obtained by extracting several videos metadata using YouTube API. We 

formulate the problem of identifying cyberbullying videos as a search problem and present Shark Search algorithm based 

approach for cyberbullying detection. We present the result using standard information retrieval metrics such as f-measure, 

precision and recall. The accuracy of the proposed solution on the sample dataset is 83.65%. Our result favors the requirement of 

several contextual meta-data like, terms present in the title of the videos, description and comments, video subscribers and likes, 

number of views, YouTube category, length of videos and content focus in cyberbullying detection. 

Key words- Cyberbullying, Information Retrieval, Mining User Generated Content, Online Harassment Detection, Text Mining, 

YouTube, Video Sharing Sites 

 

 

I. INTRODUCTION & MOTIVATION 

 

With the proliferation of the Internet, online security of 

an individual has become an important concern. While Web 

2.0 provides easy, interactive, anytime and anywhere access 

to the online communities, it also provides an avenue for 

cybercrimes like cyberbullying. 

Now-a-days, online social networking websites such as 

Facebook, Twitter, YouTube, Instagram, Flickr etc. are 

experiencing a huge growth in popularity.  In particular, 

video content is becoming a most important part of user‟s 

daily life. By allowing users to generate and distribute their 

own multimedia content to public, the Web has transformed 

into a major platform for the delivery of multimedia 

supporting different types of interactions among users such 

as discussions, debates, educational tips, how-to‟s etc. 

YouTube is one of the most popular and widely used 

video sharing websites which allows users to publicize and 

share their independently generated content over the 

internet. Research shows that YouTube has become a 

convenient platform for many users to share offensive and 

malicious information and promote their ideologies. This led  

 

YouTube to become a repository of large amounts of 

malicious and offensive videos. For example, harassment 

and insulting videos [9], video spam [2], pornographic 

content [2] [12], hate and extremism promoting videos [6]. 

Despite several community guidelines
1
 and administrative 

efforts made by YouTube, an old troubling problem with a 

new face, i. e. cyberbullying has found its way into the web. 

Cyberbullying is defined as an aggressive, intentional act 

carried out by a group or individual, using electronic forms 

of contact, repeatedly and over time, against a victim who 

cannot easily defend himself or herself [4]. Initially, though 

cyberbullying may not seen to cause any physical damage, 

but there are some potentially disturbing examples like 

bullied person has gone through depression, low self-

esteem, suicide ideation, and even suicide [15]. Hannah 

Smith, a 14-year-old, hanged herself after negative 

comments were posted on her Ask.fm page, a popular social 

network among teenagers
2
. According to Cyberbullying 

                                                 
1 http://www.youtube.com/yt/policyandsafety/en-GB/communityguidelines.html 
2 http://www.cnn.com/2013/08/07/world/europe/uk-social-media-bullying/ 

mailto:shivraj.marathe@vit.edu.in
mailto:kavita.shirsat@vit.edu.in
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Research Center
3
, cyberbullying was a contributing factor in 

her death. 

Detection of cyberbullying and finding preventive 

measures are the main areas of focus in combating 

cyberbullying. In the context of YouTube cyberbullying can 

be an unauthorized shooting or uploading negative video of 

a claimant on website. The aim of this paper is to counter 

and combat cyberbullying and misdemeanor activities on 

YouTube, since the instances of cyberbullying on YouTube 

have become an increasing concern. YouTube is a dynamic 

website and hence identifying cyberbullying content on 

 

YouTube is a challenging problem. Therefore our work 

presented in this paper is motivated by the following facts:  

a) YouTube‟s popularity, anonymity and low 

publication barriers allow users to upload cyberbullying and 

misdemeanor promoting content.  

b) Limitations in solution capabilities being used by 

YouTube for cyberbullying detection.  

c) Developing a systematic framework for automatic 

identification and to combat and counter cyberbullying 

videos on YouTube.  

The research aim of the work presented in this paper is 

following: 

a) The identification and characterization of such 

videos and users, promoting cyberbullying (Focus of this 

paper) on YouTube.  

b) To investigate the effectiveness a Shark Search 

algorithm based approach for detecting YouTube videos and 

users promoting cyberbullying. Our aim is to examine the 

significance of the proposed approach. 

c) To investigate the effectiveness of several 

contextual features in cyberbullying detection.  

d) To discover users and/or communities playing 

central role in spreading cyberbullying and online 

harassment. 

II. RELATED WORK & RESEARCH 

CONTRIBUTIONS 

We conduct a literature survey in the area of 

cyberbullying, offense, online harassment and abusive 

content detection on popular social networking websites. 

However, based on our review of existing literature, we 

conclude that most of the researches for cyberbullying 

detection are performed in the field of mining media like, 

images & video frames and user generated content like, 

comments & messages. 

For identifying privacy invasion and misdemeanor on 

YouTube, Nisha Aggarwal et. al. [1] proposed one class 

classifier approach and performed a characterization study 

on several sub problems: detection of vulgar video, abuse & 

                                                 
3 http://cyberbullying.org/ 

violence in public places and detecting videos of ragging in 

school and colleges. 

Vidushi Chaudhary et. al. [2] has recognized promotional 

videos, pornographic or dirty videos and automated scripts 

or botnet responses in YouTube corpus by formulating the 

video response spam detection problem as a one-class 

classification problem. 

For detecting cyberbullying in MySpace corpus, Maral 

Dadvar et. al. [4] investigated a gender-specific text 

classifier approach. They have utilized content based and 

user based features along with Vector Machine model for 

training text classifier using WEKA. 

Analysis of the language used for bullying has been done 

by April Kontostathis et. al. [7] and the research has 

extended by using supervised machine learning approach on 

labeled data, in conjunction with techniques provided by the 

WEKA Tool Kit to train the computer to recognize 

cyberbullying content.  

Ying Chen et al. [8] investigated existing text mining 

methods for detection of offensive contents to protect 

adolescent‟s online safety, using proposed Lexical Syntactic 

Feature (LSF) architecture.   

Dawei Yin et. al. proposed supervised learning approach 

for detecting harassment. They determined that 

identification of online harassment is feasible when Term 

Frequency Inverse Document Frequency (TFIDF) is 

supplemented with N-gram and contextual feature attributes 

[9].  

Jun-Ming Xu et. al. introduced social media as a large-

scale, near real-time, dynamic data source for the study of 

bullying. They formulated cyberbullying detection as 

Natural Language Processing (NLP) tasks [17]. 

In a recent study on cyberbullying detection, Homa 

Hosseinmardi et. al. [16] investigates approaches for 

automatic detection of cyberbullying over Instagram. They 

device Naïve Bayes and linear SVM classifiers on a sample 

data set from Instagram consisting of manually labeled 

images and their associated comments. 

Lots of previous work in cyberbullying detection has 

mostly concentrated on the media key frame based analysis 

& related solutions. Christian Jansohn et. al. [11] proposed 

conventional key frame based methods with statistical 

analysis of MPEG-4 motion vectors. Whereas, Nilesh J. Uke 

et. al. [12] proposed an approach which consists of 

segmentation and classification phases for extracting the key 

frames in nude images, and segregation of objectionable 

videos, respectively. Later, the videos were marked as porn 

or non-porn depending upon the judgment criteria.  

In context to existing work, the study presented in this 

paper makes the following unique contributions: 

a) In comparison to previous work, the work 

presented in this paper is first step towards application of 

Shark Search algorithm based approach for detecting 
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cyberbullying content on YouTube, using video metadata 

and contextual features.  

b) We conduct a series of experiments on real-world 

data fetched from YouTube to demonstrate the effectiveness 

of the proposed solution. 

c) We perform a characterization study of the 

cyberbullying promoting videos based on terms present in 

the video title & description, YouTube category, content 

focus and average length of videos. 

 

III. PROPOSED SOLUTION APPROACH 

Our goal is to identify cyberbullying (intentional or un-

intentional) on YouTube, one of the most popular video 

sharing website today.  We purpose a mechanism for 

identifying videos and users promoting cyberbullying. This 

proposed system incorporates a set of video attributes, 

discriminatory features and classification algorithm. To 

achieve our goal, we collected required dataset from 

YouTube. We evaluate the effectiveness of proposed 

approach using a test dataset, which was then built from a 

sample of the collected data. 

Our proposed framework is described in section A, 

whereas; section B presents implementation details. 

A. Proposed System 

Fig. 1 presents a general research framework for proposed 

approach. As shown in Fig. 1, the proposed approach is a 

multi-step process consisting of three phases; namely, 

training & testing profiles collection, dynamic model 

building and implementation based on Shark Search 

algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. General Research Framework for Proposed 

Solution Approach 

 

In phase 1, we first perform a manual analysis along with 

visual inspection of YouTube videos and its contextual 

metadata. Using YouTube API
4
, we build & collect our 

training dataset by retrieving all the available meta-data of 

several relevant (positive class) videos. In the training 

dataset, we observe several terms relevant to cyberbullying 

which contributes to next step of characterization and 

identification of discriminatory features. The retrieved meta-

data of training dataset serve as a base for various 

discriminatory features, like, temporal and popularity based 

features (no. of subscribers, likes, dislikes, views and 

comments posted in response to the video), linguistic 

features (title and description of the video) and time based 

features (duration of video, upload time-stamp). 

In phase 2, we build a dynamic model from these training 

profiles. For this purpose, we use character n-gram based 

approach, as it does not require extensive language specific 

pre-processing. 

 

In phase 3, we build a system based on Shark Search 

algorithm which is a recursive process operates on testing 

dataset. It takes YouTube video as a seed and finds the 

textual similarity between seed video meta-data and training 

data. We implement a binary classifier to classify a video as 

relevant or irrelevant. A video is said to be relevant i.e. 

cyberbullying promoting video if its computation score is 

above the predicted threshold. Irrespective of the relevance, 

we further extend video frontiers like links to other 

YouTube videos; subscribers of the channel; featured 

channels or videos, suggested or related videos. We extract 

these frontiers by using HTML parser library
5
 and YouTube 

API features.   

 

B. Solution Implementation 

In this section, we present the methodology and solution 

implementation details for the general research framework 

articulated in the previous section. In proposed solution we 

use Shark Search Algorithm (SSA). The goal of SSA is to 

first classify a video to be relevant (positive class) or 

irrelevant (negative class) and then explore the frontiers of 

both types of videos.  

Inputs to this algorithm are seed (a video) U, threshold th 

for classification, n-gram value Ng for similarity 

computation. We compare each training profile meta-data 

with all n-gram values in bag-of-words collected using 

                                                 
4 https://developers.google.com/youtube/ 
5 http://jsoup.org/apidocs 
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standard dictionary
6
and compute their similarity score for 

each seed in testing dataset.  

 

1) Shark Search Algorithm 

We propose a Shark Search Algorithm (Algorithm 1), 

which is an adaptive version of the algorithm introduced in 

[1]. The proposed method (Algorithm 1) explores frontiers 

of both relevant and irrelevant videos to seed input. Steps 1 

and 2 extract all contextual features for training profiles 

using Algorithm 2 and build a training data set. Algorithm 

SSA is a recursive function which takes U as a seed input. 

Steps 3 and 4 extract all features for seed user U and 

compute its similarity score with training profiles using 

character n-gram and probability of maximum likelihood. 

Steps 5 to 8 represent the classification procedure and 

labeling of videos as relevant or irrelevant.  

Steps 10 to 14 extract frontiers of a user channel using 

Algorithm 3 and repeats steps 3 to 14 for each linked video. 

 

2) Features Extraction 

In Algorithm 2, we retrieve contextual metadata of a 

YouTube user channel and video using YouTube API. Step 

1 extracts the profile summary of the user. Steps 2 to 5 

extract the titles of videos uploaded, commented, shared and 

marked favorite. The result of this algorithm can be stored 

in a text file containing all video titles and user profile 

information. 

3) Frontiers Extraction 

In Algorithm 3, we extract all external links of a YouTube 

video to other YouTube videos. These links could be the 

subscribers, featured videos or channels, and related videos. 

YouTube API does not allow users to retrieve the 

information of other users which is why we use HTML 

parser library to fetch all frontiers.  
 

Data: Seed Video U, Threshold th, N-gram Ng 

Result: List of Relevant and Irrelevant Videos 

1.   for all u Ɛ U do 

2.        D.add(ExtractFeatures(u)) 

      end 

     Algorithm SSA (U) 

3.  videofeeds Uf  ← ExtractFeatures(U) 

4.  score s ← LikelihoodProbability(D, Uf , Ng) 

5.      if (s < th) then 

6.  U.newclass ← Irrelevant 

7.      else 

8.  U.newclass ← Relevant 

         end 

9.  Hashmap Usorted.InsertionSort(U, s) 

10.    for all Ug do 

11. fr = Extract_Frontiers(Ug) 

                                                 
6 http://www.noswearing.com/dictionary 

12.  Hashmap Ucrawler.add(fr) 

         end 

13.    for all Ufr Ɛ Ucrawler do 

14. SSA(Ufr) 

         end  

      end 

Algorithm 1. Shark Search Algorithm 

 

Data: User Video u 

Result: Video Information 

     Algorithm ExtractFeatures(U) 

1.  uProfile ← u.getSummary() 

2.  uUploads ← u.getUploadedVideo() 

3.  uCommented ← u.getCommentedVideo() 

4.  uShared ← u.getSharedVideo() 

5.  ufavorited ← u.getFavoritedVideo() 

 

Algorithm 2. Features Extraction Algorithm 

 

Data: User Video u 

Result: Frontiers of a Video 

      Algorithm Extract_Frontiers(U) 

1.   usubs ← u.getSubscribers() 

2.   ufc ← u.getFeaturedChannels() 

3.   urv ← u.getRelatedVideos() 

 

Algorithm 3. Frontiers Extraction Algorithm 

 

IV. Analysis & Performance Evaluation 

In this section we present the characterization and 

empirical analysis of cyberbullying videos. We describe the 

experiments and analysis set up, calculate performance and 

the effectiveness of our proposed solution approach. 

A. Experimental Dataset 

1) Training Dataset 

Our proposed solution needs to classify a given video is 

relevant or not with respect to cyberbullying. The SSA 

requires sample documents or training dataset to learn the 

specific characteristics and properties of videos, users 

promoting cyberbullying. We perform a survey and manual 

analysis on YouTube and query for several cyberbullying 

and harassment keywords. Table I shows 41 keywords from 

a list used for building training profiles. These keywords 

help to collect 997 videos using YouTube API. Initially we 

collect 151 relevant videos, and later we extract 846 videos. 

Hence in total we collect a testing data set of 997 videos for 

cyberbullying detection. We make sure that there is no 

redundancy in the training dataset. We identify 

discriminatory features from videos of training dataset. We 

believe that the discriminatory features of such videos reacts 
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user interests and can be used for building a predictive 

model. 

2) Test Dataset 

We create a test dataset of 997 videos by extracting the 

positive as well as negative class videos on YouTube. Table 

II shows the size of training and test dataset we collected for 

cyberbullying detection.  

Our training dataset includes positive class videos and the 

test dataset includes both positive and negative class videos. 

Therefore, the size of training dataset is smaller than the test 

dataset. We annotate the dataset and label each video as 

relevant or irrelevant 

 

TABLE I: A SAMPLE LIST OF KEYWORDS PRESENT 

IN CYBERBULLYING AND MISDEMEANOR 

PROMOTING VIDEOS 

Terms People Type 
Examples of Video 

Title 

hot, private, 

removing, MMS, 

sexy, kiss, 

nipple, breast, 

ass, removing, 

porn, boob, 

hottest, naked, 

sex, f**k, 

smooching, 

secret, sexy, 

seduce, lovers, 

scandal, kissing, 

sexually, 

harassed 

girls, girl, 

boy, gay, 

student, 

boyfriend, 

female, 

girlfriend, 

guys, lover, 

classmate, 

men, ladies, 

aunty, people, 

student, 

couple 

CCTV footage Girl 

sexually harassed in 

metro 

MMS of girl in car 

MMS Kand in School 

Fights, fighting, 

fight, brutally, 

violence, killed, 

beats, domestic, 

beaten, mess, 

scolding, beaten 

Student, kids 

boy, girl, girls 

gay, dudes, 

boy, student, 

teacher, 

friends, 

police, aunty, 

man, women, 

people, 

women, girls 

Teacher Slaps 

Student In Class 

BRUTAL BEATING 

High School Boy 

VICIOUSLY BEATS 

A Girl In The 

Hallway 

Ragging, ragged, 

horrible, 

shocking 

Girl, seniors, 

student, 

juniors, 

students, 

junior, senior, 

fresher 

Bully Ragging An 

Innocent Boy.wmv 

SHOCKING VIDEO 

OF RAGGING 

EMERGES 

 

 

 

 

TABLE II: SIZE OF THE EXPERIMENTAL DATASET 

Training 

Dataset 

Testing 

Dataset 

151 997 

TABLE III: CONFUSION MATRIX 

 
 

Predicted 

 
 Relevant Irrelevant 

Actual 
Relevant 187 78 

Irrelevant 85 647 

 

TABLE IV: PERFORMANCE RESULTS 

FPR TNR Precision Recall F-Score Accuracy 

0.1161 0.8838 0.6875 0.7056 0.6965 0.8365 

 

B. Evaluation Metric 

To evaluate the effectiveness of the proposed solution 

approach, we have used a standard confusion matrix with 

each column of the matrix representing the predicted class 

instances while each row of the matrix representing the 

actual class instances. Each position in the confusion matrix 

represents the number of elements belonging to that 

particular class.  

Table III shows the confusion matrix for proposed solution 

approach. We execute SSA classifier for test dataset of 997 

videos and it classifies 272 (187+85) videos as relevant and 

725 (78+647) videos as irrelevant. Table III reveals that 85 

and 78 videos are misclassified as relevant and irrelevant 

respectively. There are several reasons of this 

misclassification. Few of them are listed below: 

 

a) Presence of noisy data such as, misleading information, 

misspelled words and lack of information. For example, 

“Brutal pelea campal todos contra todos Brutal pitched 

battle all against all” video is misclassified as irrelevant 

because of noisy data. The video “Sexual Harassment” is 

misclassified as relevant because of lack of information 

 

b) Presence of commercial, news and advertising videos on 

YouTube. For example, a video titled “Workplace Issue 

Sexual Harassment” is posted on YouTube for the public 

awareness but due to the presence of terms sexual and 

harassment in title, this video is misclassified as a positive 

class video. 

We evaluate the performance of our proposed solution 

approach in terms of False Positive Rate (FPR), True 

Negative Rate (TNR), Precision, Recall, F-score and 

Accuracy. Table IV shows the performance evaluation of 

our proposed solution approach. Table IV reveals that 

overall accuracy for cyberbullying detection is 83.65%. 
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C. Empirical Analysis 

We identify all discriminatory contextual features to detect 

cyberbullying promoting videos, users on YouTube. We 

characterize each video by its meta-data. This set of 

contextual features is divided into 4 categories: linguistic, 

YouTube basic, temporal and popularity based, and time 

based features. 

 

a) Linguistic features: We hypothesize that percentage of 

cyberbullying terms in title (PCTT) and description (PCTD) 

is an indicator to recognize relevant videos. Our hypothesis 

is based on the observation that more than 72% positive 

class videos contain some cyberbullying and misdemeanor 

terms in title while more than 69% negative class videos 

contain negligible amount of relevant terms in title (Fig. 2) 

and around 76% relevant videos contain some cyberbullying 

terms present in description while around 52% negative 

class videos does not contain any relevant terms in 

description of that video (Fig. 3) which shows the 

discriminatory behaviour of the feature. We use a standard 

dictionary of cyberbullying & negative words to match 

predefined terms in title and description of video. 

 

b) YouTube Basic Features: Category of the video (CV) is 

the feature which shows the type of the video (education, 

entertainment, news etc.) to which it belongs. A visual 

inspection of multiple cyberbullying videos across their 

category shows the discriminatory behaviour of the feature 

as out of total 32 YouTube video categories, 26% 

cyberbullying videos fall under the category entertainment 

and 35% cyberbullying videos are of category people & 

blogs (Fig. 4). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. PCTT 

 

 

 

 

 

 

 

 

 

 

Fig. 3. PCTD 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. CV 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. RSBV 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. RLBV 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. DYTV 
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c) Temporal and Popularity Based Features: Change in 

features value with time shows the popularity of the 

videos on YouTube. Features like number of subscribers, 

likes, dislikes and views comes under the category 

Temporal and Popularity. We fetch the number of 

subscribers, likes and views of each video response 

present in our training dataset and compute the ratio of 

number of subscribers by number of views (RSBV) and 

number of likes by number of views (RLBV). These 

values can be a good indicator to detect cyberbullying 

videos. We hypothesize that low value of RSBV and 

RLBV signals pornographic behaviour. We confirm the 

effectiveness of this phenomenon in the evaluation dataset 

wherein the RSBV and RLBV exhibit a low value as 

around 70% positive class videos have RSBV value less 

than 0.01 while around 65% negative class videos have 

RSBV value greater than 0.01 (Fig. 5) and around 40% 

positive class videos have RLBV value less than 0.001 

while 62% negative class videos have RLBV value 

greater than 0.001 (Fig. 6). 

d) Time Based Feature: We observe the pattern of 

duration of multiple YouTube videos (DYTV). It clearly 

shows that duration of the video is a good indicator for 

relevant video detection as around 26% cyberbullying 

videos have duration less than 50 seconds and more than 

51% videos have duration less than 100 seconds while 

around 71% irrelevant videos have duration greater than 100 

seconds (Fig. 7). 

CONCLUSION 

Cyberbullying is a serious problem in online social 

networks and becoming a major threat to teenagers and 

adolescents. In this paper, we presented Shark Search 

algorithm based classification approach for automatic 

identification of users, videos promoting cyberbullying on 

YouTube. Our findings and performance evaluation result 

reveals that, the proposed solution approach correctly able 

to identify cyberbullying promoters with 83.65% accuracy.  

Our results showed that, incorporation of various 

discriminatory features like linguistic features, popularity 

based features, temporal features, time based features and 

other reliable contextual meta-data significantly improves 

cyberbullying and misdemeanor detection accuracy.  

Future Work 

In future stages this work could be extended by 

considering performance of our proposed system on larger 

and more diverse training & testing dataset. One future 

direction along the proposed line of research could be to 

find the performance of text classifier considering language 

independence. Additionally, further future work requires an 

investigation of techniques for cyberbullying videos that do 

not contain any relevant meta-data and on which text 

classification cannot be applied. 
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