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Editorial: 

We cordially invite you to attend the 4th International Conference on Recent Challenges in 

Engineering and Technology (ICRCET-18) which will be held at The Central Park Hotel, 
Pune, Maharashtra  on  April 2nd-3rd, 2018. The main objective of ICRCET is to provide a 

platform for researchers, engineers, academicians as well as industrial professionals from all over the 

world to present their research results and development activities in relevant fields of Science, 

Engineering and Technology. This conference will provide opportunities for the delegates to 

exchange new ideas and experience face to face, to establish business or research relationship and to 

find global partners for future collaboration. 

These proceedings collect the up-to-date, comprehensive and worldwide state-of-art knowledge on 

cutting edge development of academia as well as industries. All accepted papers were subjected to 

strict peer-reviewing by a panel of expert referees. The papers have been selected for these 

proceedings because of their quality and the relevance to the conference. We hope these proceedings 

will not only provide the readers a broad overview of the latest research results but also will provide 

the readers a valuable summary and reference in these fields. 

The conference is supported by many universities, research institutes and colleges. Many professors 

played an important role in the successful holding of the conference, so we would like to take this 

opportunity to express our sincere gratitude and highest respects to them. They have worked very 

hard in reviewing papers and making valuable suggestions for the authors to improve their work. We 

also would like to express our gratitude to the external reviewers, for providing extra help in the 

review process, and to the authors for contributing their research result to the conference. 

Since February 2018, the Organizing Committees have received more than 40 manuscript papers, 

and the papers cover all the aspects in Electronics, Computer Science, Information Technology, 

Science Engineering and Technology. Finally, after review, about 22 papers were included to the 

proceedings of  ICRCET - 2018. 

We would like to extend our appreciation to all participants in the conference for their great 

contribution to the success of ICRCET 2018 We would like to thank the keynote and individual 

speakers and all participating authors for their hard work and time. We also sincerely appreciate the 

work by the technical program committee and all reviewers, whose contributions made this 

conference possible. We would like to extend our thanks to all the referees for their constructive 

comments on all papers; especially, we would like to thank to organizing committee for their hard 

work. 
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Abstract:-- Data in educational institutions are growing progressively along these lines there is a need of progress this tremendous 

data into helpful data and information utilizing data mining. Educational data mining is the zone of science where diverse 

techniques are being produced for looking and investigating data and this will be valuable for better comprehension of 

understudies and the settings they learned. Classification of data objects in view of a predefined learning of the articles is a data 

mining and information administration procedure utilized as a part of collection comparable data questions together. Decision 

Tree is a valuable and well known classification method that inductively takes in a model from a given arrangement of data. One 

explanation behind its prominence comes from the accessibility of existing calculations that can be utilized to assemble decision 

trees. In this paper we will survey the different ordinarily utilized decision tree calculations which are utilized for classification. We 

will likewise contemplating how these decision tree calculations are appropriate and valuable for educational data mining and 

which one is ideal. 

 

Index Terms:  Educational data mining (EDM), Classification, Dropout Prediction, Selection Failure 

 
I. INTRODUCTION 

 

As of late the scientist concentrates on the new region of 

research, which is EDM (Educational Data mining). EDM 

is the information disclosure in database strategy or the 

data mining in instruction. The specialist concentrates on 

the improvement of technique to better comprehend 

understudies and the settings in which they learn. There are 

great cases of how to apply EDM systems to make models 

that foresee dropping out and understudy disappointment. 

These works have indicated promising outcomes regarding 

those sociological, monetary, or educational qualities that 

might be more pertinent in the forecast of low scholarly 

execution.  

 

The data in any given educational association is growing 

rapidly. There is a need to change this data into helpful 

data and learning; henceforth we make utilization of data 

mining  Distinguish and find valuable data covered up in 

substantial databases is a troublesome errand. An 

exceptionally making an assurance to answer for 

accomplish this goal is the utilization of learning revelation 

in databases techniques or data mining in training, called 

Educational Data Mining, EDM [15]. 

 

Educational data mining techniques drawn from an 

assortment of writings, including data mining and machine 

learning, psychometrics and different ranges of 

measurements, data perception, and computational 

displaying.  

 

As we examined over the new territory of center for the 

specialists is EDM. In introduce the vast majority of the 

procedures was produced for the educational data mining, 

which foresee the disappointment and dropout 

understudies. Be that as it may, a large portion of the 

examination on the use of EDM to determine the issues of 

understudy disappointment and drop-outs has been 

connected principally to the particular instance of 

advanced education and all the more particularly to on the 

web or separation instruction. Less almost no data about 

particular research on basic and optional instruction has 

been found, and what has been discovered uses just 

measurable strategies, not DM methods. Along these lines, 

there is a need to proposed Educational data mining system 

that is attainable for rudimentary and optional instruction.  

Classification can be depicted as a regulated learning 

calculation in the machine learning process. It relegates 

class marks to data objects in light of earlier information of 

class which the data records have a place. In classification 

a given arrangement of data records is partitioned into 

preparing and tests data sets. The preparation data set is 

utilized as a part of building the classification display, 

while the test data record is utilized as a part of approving 

the model. The model is then used to order and foresee 

new arrangement of data records that is not the same as 

both the preparation and test data sets. Decision tree 

calculation is a data mining enlistment methods that 

recursively segments a data set of records utilizing 

profundity first voracious approach or expansiveness 

initially approach until the point when every one of the 

data things have a place with a specific class. The tree 

structure is utilized as a part of arranging obscure data 

records. Decision tree classification system is performed in 

two stages: tree building and tree pruning. Tree building is 

done in top-down way. It is amid this stage the tree is 

recursively parcelled till every one of the data things have 
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a place with a similar class name. Tree pruning is done is a 

base up. It is utilized to enhance the forecast and 

classification exactness of the calculation by limiting over-

fitting. Over-fitting in decision tree calculation brings 

about misclassification mistake. Tree pruning is less 

entrusting contrasted with the tree development stage as 

the preparation data set is filtered just once. In this 

examination we will audit Decision tree calculations 

executed, recognize the ordinarily utilized calculations. 

 

II. RELATED WORK 

 

Decision tree is a vital strategy for both acceptance 

research and data mining, which is basically utilized for 

display classification and expectation. ID3 calculation is 

the most broadly utilized calculation in the decision tree up 

until this point. Through outlining on the fundamental 

thoughts of decision tree in data mining. ID3 calculation is 

a forerunner of C4.5 calculation and it was produced by a 

data mining software engineering scientist Ross Quinlan in 

1983.It is utilized to build a decision tree by testing every 

hub's trait of tree in top-down way. ID calculation performs 

property choice component utilizing Entropy and 

Information Gain idea. A decision tree is an essential 

method for data mining and inductive realizing, which is 

generally used to frame classifiers and expectation models 

[2].  

 

C4.5 is a standout amongst the most exemplary 

classification calculations on data mining. Decision Trees a 

Decision Tree is a helpful and prevalent classification 

procedure that inductively takes in a model from a given 

arrangement of data. One explanation behind its fame 

originates from the accessibility of existing calculations 

that can be utilized to manufacture decision trees [3].  

 

CART is Classification and relapse trees. It was presented 

by Breiman in 1984. It fabricates the two classifications 

and regressions trees. The classification tree development 

via CART. It depends on paired part of the characteristics. 

It is additionally in view of Hunt's model of decision tree 

development. It additionally can be executed serially by 

Breiman et al. It utilizes gini record part measure for 

choosing the part quality. Pruning is finished by utilizing a 

segment of the preparation data set in truck. This approach 

utilizes both numeric and clear cut properties for building 

the decision tree and has in-constructed highlights that 

arrangement with missing qualities [11].  

 

The fundamental distinction between CART, ID3 and C4.5 

is the manner by which the parceling of data is performed. 

Truck utilizes the Gini list to choose the part quality, 

though ID3 and C4.5 utilize an estimation of data pick up 

and the data pick up proportion.  

 

SLIQ is the Supervised Learning in Ques approach. It was 

presented by Mehta et al in 1996. It is a quick, adaptable 

decision tree calculation that can be executed in serial and 

parallel example. It does not depend on Hunt's calculation 

for decision tree classification. It segments a preparation 

data set recursively. It utilizes expansiveness first ravenous 

procedure that is coordinated with pre-sorting method amid 

the tree building stage [17].  

 

Dash is Scalable Parallelizable Induction of decision Tree 

calculation. It was presented by Shafer et al. It is a quick 

and adaptable decision tree classifier. Like SLIQ it utilizes 

one time kind of the data things. It has no limitation on the 

info data estimate [18].  

 

CHAID is a kind of decision tree method. It depends on 

balanced hugeness testing. This procedure was produced in 

South Africa. It is a comparable form to relapse 

examination. This adaptation of CHAID being initially 

known as XAID. It is valuable for classification and for 

recognition of connection between factors [16].  

 

The present decision tree calculations likewise contrast in 

their capacity to deal with various sorts of data, and by a 

wide margin the most exceptional calculation of the 

gathering is C4.5. C4.5 depends on Quinlan's prior work 

with ID3 and is equipped for taking care of ceaseless data, 

data with missing esteems, and even has worked in 

ventures for rearranging the resultant decision tree. 

Another purpose for the ubiquity of decision trees is that 

they are regularly interpretable by human analyzers. The 

structure of a decision tree gives thinking to each statement 

of class esteem, and it is trusted that this thinking is 

anything but difficult to understand.  

 

The classifier is tried first to group inconspicuous data and 

for this reason coming about decision tree is utilized. C4.5 

calculation takes after the standards of ID3 calculation. 

Also C5.0 calculation takes after the tenets of calculation 

that is the vast decision tree can see as an arrangement of 

guidelines which is straightforward. C5.0 calculation gives 

the recognize on clamor and missing data. Issue of over 

fitting and mistake pruning is tackled by the C5 

calculation. In classification procedure the C5 classifier 

can envision which properties are important and which are 

not applicable in classification [5] 

 

III. CONCLUSIONS 

 

This paper is a review of the best in class regarding EDM 

and reviews the most applicable work around there to date. 

It would be exceptionally hard to physically experience the 

tremendous arrangement of scholarly records to distinguish 

the understudy patterns and conduct and the example in 

which they learn. Rather, if client makes utilization of data 

mining strategies on the expansive measure of scholastic 
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record, he/she can without much of a stretch gathering the 

understudies, distinguish shrouded designs about their 

learning styles, discover unfortunate understudy conduct 

and perform understudy profiling. In this way, data mining 

can unquestionably be a vital apparatus and part of 

mechanically progressed educational systems. 
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Abstract:-- Generally, finding of an unusual information i.e. anomalies from discrete information leads towards the better 

comprehension of atypical conduct of patterns and to recognize the base of anomalies. Anomalies can be characterized as the 

patterns that don't have ordinary conduct. It is likewise called as anomaly detection. Anomaly detection procedures are for the 

most part utilized for misrepresentation detection in charge cards, bank extortion; organize interruption and so on. It can be 

eluded as, oddities, deviation, special cases or exception. Such sort of patterns can't be seen to the diagnostic meaning of an 

exception, as uncommon question till it has been incorporated legitimately. A bunch investigation strategy is utilized to recognize 

small scale clusters shaped by these anomalies. In this paper, we show different techniques existed for recognizing anomalies from 

datasets which just distinguishes the individual anomalies. Issue with singular anomaly detection strategy that identifies anomalies 

utilizing the whole highlights commonly neglect to identify such anomalies. A strategy to recognize bunch of anomalous 

information join show atypical area of a little subset of highlights. This technique utilizes an invalid model to for commonplace 

topic and after that different test to identify all clusters of strange patterns. 

 

Index Terms:  Anomaly Detection, Pattern Detection, Topic Models, Topic Discovery 

 
I. INTRODUCTION 

 

Particularly, in information investigation anomalies like, 

exception, deviation, special cases and so on are critical 

ideas. Information articles to be considered as anomaly in 

the event that it has some variance from the customary 

information conduct in particular area. It implies that the 

information protest from the given dataset has "divergent" 

conduct. To recognize such kind of articles from the given 

dataset is a critical and essential errand as they have to 

treat uniquely in contrast to the next information. Anomaly 

detection is broadly utilized as a part of charge card 

extortion detection [6], bank misrepresentation detection 

[21], Whole-genome DNA coordinating, sifting of ECG 

signals. Promotion is the issue  

 
Figure 1: Anomaly Detection 

 

Figure 1 indicates anomalies in a 2-dimension.It is two 

dimensional plane of informational collections. N1 and N2 

are two typical areas. As indicated by the perceptions the 

greater part of informational collections lies in these areas. 

On the off chance that we watch deliberately then we came 

to realize that point's o1 and o2, o3, o4 are the focuses 

which not lies in ordinary areas. They are far from the 

ordinary districts. So we can state that they are anomalies. 

Figure 1 speaks to the exceptionally straightforward case 

of anomalies in 2-D plane. Anomalies might be presented 

in the information for such a significant number of reasons 

and they are not commotion which must be disposed of. 

Anomalies may be evoked in the information for such huge 

numbers of reasons, for example, pernicious action, e.g., 

Visa misrepresentation, psychological oppressor 

movement, interruption or breakdown of a system [6].  

Yet, the shared segment of all is that they are captivating to 

the master. The intriguing quality of it or its genuine 

pertinence of exceptions is a component film of anomaly 

detection [23]. The primary point of AD is to discover 

patterns in informational collections that show startling 

conduct. It possesses all-encompassing use in a gigantic 

assortment of uses. This explored issue has monstrous use 

in a wide assortment of utilization spaces, for example, 

credit card [6], protection, charge misrepresentation 

detection, interruption detection for digital security, blame 

detection in wellbeing basic frameworks, military 
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observation for adversary exercises and numerous different 

territories. In PC information sporadic activity pattern 

might be demonstrates that a PC is hacked. It is conveying 

very delicate information. An anomalous MRI picture may 

demonstrate nearness of malignant tumours. Anomalies in 

exchanges identified with charge card information could 

data fraud et cetera. Predominantly, Anomaly detection is 

identified with yet particular from clamor evacuation. 

Oddity detection is identified with the anomaly detection 

which distinguishes the already imperceptibly patterns in 

the information. Recognizing anomalies is the system for 

distinguishing singular specimen anomalies. In information 

mining, extortion detection is only the grouping of 

information. Beforehand, Mixture of Gaussian Mixture 

Models is used for amass anomaly detection [12]. This 

procedure expect every datum point has a place with one 

gathering and the all focuses in the gathering are 

demonstrated by MM. Furthermore, thought of MGMM is 

reached out to FGM i.e. Adaptable Genre Model. it regards 

the blending extents as irregular factors considered as 

would be expected types. There are some restrictions for 

MGMM and FGM is that lone taking a shot at high 

dimensional include space. Therefore, it might be 

erroneous when an anomalous pattern lies on low 

dimensional highlight subspaces. Another strategy 

presented in [13], executed to beat the impediments of past 

procedures. This is organizing investigation method [26] to 

recognize comparable hubs for figuring anomaly scores for 

concealed groups [25]. Previous strategies for anomaly 

detection do not have an algorithmic method for finding 

"hard" anomaly clusters individually [14]. This strategy 

just recognizes the individual anomalies. In [1], there exists 

a technique for distinguishing bunch or a gathering of an 

anomaly. This technique can recognize irregular conduct of 

patterns and also to distinguish the root or wellsprings of 

anomalies. This proposes strategy considered adequately 

portrayed typical information. It utilizes an invalid model 

in preparing stage to recognize conceivable clusters of 

anomalous patterns in various test bunches. This 

framework has critical applications in different space for 

instance in, logical or business related applications. 

Distinguishing proof of anomaly clusters have numerous 

applications to identify comparative patterns in malware 

and spyware to diagnose the wellsprings of attacks, 

studying patterns of an anomalies to find the client 

conduct. 

 

II. LITERATURE REVIEW 

 

In this paper[4] There is no single generally pertinent or 

nonexclusive exception detection approach. From the past 

depictions, authors have connected a wide assortment of 

procedures covering the full array of factual, neural and 

machine learning strategies. Author have endeavoured to 

give a wide example of current strategies however clearly, 

we can't portray all methodologies in a solitary paper. 

 

In this paper [6], author has proposed a use of Hidden 

Markov Model (HMM) in charge card misrepresentation 

detection. The diverse strides in charge card exchange 

preparing are spoken to as the hidden stochastic procedure 

of a HMM. They have utilized the scopes of exchange sum 

as the perception images, while the sorts of thing have 

been thought to be conditions of the HMM. We have 

proposed a technique for finding the spending profile of 

cardholders, and also utilization of this information in 

choosing the estimation of perception images and starting 

assessment of the model parameters. It has additionally 

been clarified how the HMM can recognize whether an 

approaching exchange is fake or not. 

 

EFD [7] is a specialist framework playing out an 

assignment for which there is no master, and to which 

measurable methods are inapplicable. Nobody has ever 

explored substantial populaces of cases for potential 

misrepresentation, and insufficient positive cases are (yet) 

accessible for factual or neural system learning strategies. 

Plan objectives of this exploration were to start with, to 

join accessible information in a strong way to play out the 

errand; second, to convey recognized potential cases in a 

domain that would enable the Investigative Consultants to 

look at points of interest effectively; and third, to maintain 

a strategic distance from specially appointed 

methodologies and bolster expansion as comprehension of 

the undertaking moved forward. 

 

Author display a payload-based anomaly identifier [8], we 

call PAYL, for interruption detection. PAYL models the 

typical application payload of system movement in a 

completely programmed, unsupervised and exceptionally 

efficient form. They initially figure amid a preparation 

stage a profile byte recurrence circulation and their 

standard deviation of the application payload streaming to 

a solitary host and port. At that point utilize Mahalanobis 

separate amid the detection stage to ascertain the similitude 

of new information against the pre-processed profile. The 

finder thinks about this measure against an edge and 

produces a ready when the separation of the new info 

surpasses this edge. 

  

Here author proposes [9] an approach that intends to locate 

the most exception clusters of tests by surveying a rough 

joint p-esteem (joint importance) for every applicant 

bunch. Our strategy adequately chooses and utilizes the 

most discriminative highlights (by picking a subset of the 

pairwise include tests) to decide the clusters of anomalous 

examples in a given clump. We contrasted our approach 

and techniques that utilization the p-estimations of 

individual examples however without grouping, and with 

the one-class SVM, which utilizes the element vector 

straightforwardly. We watched that, in recognizing Zeus 

among Web, our p-esteem bunching calculation, when 
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utilized with low greatest test orders, outflanks the tried 

option techniques, which all settle on discrete detection 

choices for each example, and which all utilization every 

one of the highlights (tests). 

 

III. RELATED WORK 

 

In this section we present the different existing techniques 

for anomaly detection. 

 

A.  Outliers or Anomaly Detection 

Anomaly or exception pattern are those which delineates 

the anomalous errand than alternate patterns of same 

dataset. the above figure portrays dataset which having two 

i.e. N1 and N2 districts. From the perception on the two 

locales it appears that O1, O2, O3 and O4 are the focuses 

far from the areas. Subsequently, those focuses are called 

as anomalies in dataset. Anomalies find in the information 

for assortment of reasons. It can be a vindictive action, for 

example, charge card cheats, digital interruption, some 

psychological militant action and so forth. Advertisement 

is unmistakable from the clamor evacuation and in addition 

commotion accommodation as both is managing pointless 

loud information. Curiosity detection is method for 

recognizing developing and novel patterns in the 

information. The contrast amongst anomalies and the novel 

pattern detection is that novel pattern is portrayed into 

ordinary model when it is identified. There specific 

constraints in detection of anomalies, for example, it is 

confounded to characterize ordinary conduct of patterns or 

to characterize normal locale. Authoritative of each 

conceivable ordinary conduct is inconceivable. 

Additionally varieties of malevolent assailants to mention 

anomaly objective facts like a typical when they result 

from noxious activities. Commotion in the information has 

a tendency to be like the first anomaly in this way it is hard 

to recognize and expel. 

 

B.  Group Anomaly Detection 

MGMM is Mixture of Gaussian Mixture Model utilized for 

assemble anomaly detection in [12]. In this strategy accept 

every datum direct related toward one gathering and every 

one of the focuses in that gatherings are displayed by 

gathering's Gaussian blend demonstrates. MGMM 

demonstrate is viable for uni-modular gathering practices. 

It is reached out as GLDA i.e. Gaussian LDA to deal with 

multi-modular gathering conduct. The two procedures 

distinguishes point-level and gathering level anomalous 

conduct. Another system is Flexible Genre Model. FGM 

regards blending extent as arbitrary factors. Irregular 

factors are altered on conceivable ordinary sorts. This 

strategy expects the enrolment of every datum point which 

is known as, apriori [13]. For all intents and purposes it is 

difficult to bunching information into gatherings of 

proceeding to applying FGM and in addition MGMM 

component. 

 

C. GLAD: Group Anomaly Detection in social Media 

Analysis 

Author R.Yu, X.He, Y. Liu proposed the issue of gathering 

anomaly detection in online networking investigation. To 

characterize amass anomaly they were recognized the 

gathering enrolment and the part of person. Happy model 

is additionally called as Bayes show utilized for 

distinguishing bunch anomaly. It uses both combine 

shrewd and guide insightful information toward naturally 

figure the participation of gathering and in addition part of 

people. Augmentation for GLAD model is d-GLAD model 

utilised to deal with examining time arrangement. For the 

sampling of time arrangement variational Bayesian and 

Monto Carlo inspecting model is utilized. Manufactured 

datasets and additionally genuine online networking 

datasets are utilized to assess the execution of GLAD and 

d-GLAD model. Happy model effectively recognizes the 

anomalous papers from logical production dataset with 

included anomalies though, d-GLAD concentrates the 

official connections changes in the counselling identified 

with the political events [20]. 

 

In [14], OCSMM i.e. one-class bolster measure machine 

calculation used to identify anomalies in gathering. It 

handles the total conduct of information focuses. 

Appropriations of gatherings are spoken to utilizing RKHS 

through part mean embedding’s. Author K. Muandet and 

B. Scholkopf broadened the connection amongst OCSVM 

and the KDE to the OCSMM in the connection of variable 

portion thickness estimation, beating the hole between 

huge edge approach and bit thickness estimation. 

 

D. Ruled Based Anomalous Pattern Discovery 

An rule based anomaly pattern discovery is examined in 

[25], to identify anomalous patterns as opposed to the pre-

characterized anomalies. In this anomalous pattern 

discovery each pattern is summarised by a run the show. In 

execution stage it comprises of maybe a couple parts. In 

this system of ruled based anomalous pattern discovery, 

lead is essentially set of conceivable esteems which subset 

of absolute features [19]. This approach required to 

watchful certain dangers of lead based anomaly pattern 

detection. Thus there need to discover anomalous patterns 

instead of detached anomalies. To screen social insurance 

information to check anomalies ailment episode detection 

framework is talked about in [15]. In [15] look into paper, 

gauge technique is supplanted with Bayesian network [25]. 

Baysian arrange creates gauge circulation by taking the 

joint dispersion of information. The WSARE calculation 

can identifies the outbreaks in re-enacted information with 

before conceivable detection. Recognizing anomaly pattern 

in Categorical Datasets is spoken to in [16]. 
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E.  Clustering with MapReduce Strategy 

N.Gosavi,et al. [27], proposed a convention to settle 

protection of database privacy which is influenced while 

changing database starting with one then onto the next. 

Proposed convention is summed up k-mysterious and 

secret databases. A few procedures have been talked about 

by them, for example, randomization, and k-secrecy and so 

on. In randomisation a method for shielding the client from 

learning delicate information is given. It is straightforward 

system since it doesn't require to learning of different 

records. They characterized uses of their proposed work in 

military application or human services framework. 

However, there are a few impediments related to this 

approach is not adequate convention as though a tuple 

neglects to check, it doesn't embed to the database and hold 

up until k-1.because of this a lot of long process holding up 

time likewise gets increment. Some important issues are 

arranged in their future work, invalid passages database 

implementation, to enhance effectiveness of convention as 

far as number of messages traded and so on. Y.Patil, M. B. 

Vaidya [28], talked about K-Means Clustering Algorithm 

over an appropriated organizes. They have used guide 

diminish method for proposed framework execution. 

Proposed calculation vigorous and effective framework for 

gathering of information with same qualities yet in addition 

lessens the usage expenses of preparing such gigantic 

volumes of information. They anticipated that, for content 

or web records K-implies grouping utilizing MapReduce is 

can be more appropriate. Their primary centered is over an 

appropriated situation utilizing Apache Hadoop. In future 

work grouping with Hadoop stage is recommended by 

them. 

 

IV. PROPOSED SYSTEM 

 

Our anomalous group detection approach comprises of two 

essential advances more than once connected to the test 

bunch: 

 

a. Deciding the best current applicant anomalous group; 

b. Deciding if this competitor bunch is anomalous. 

 

 
Figure 2: System Architecture 

 

We propose factual tests to achieve both these means; i.e., 

to figure out which tests essentially have a place with the 

best current group applicant and to test whether the 

competitor displays a measurably noteworthy level of an 

ordinariness in respect to the invalid model. We pick BTM 

over PTM and LDA as the topic show for our ATD 

calculation in light of the fact that BTM commonly 

accomplishes preferable speculation precision over LDA 

and it consequently appraises the quantity of typical topics, 

dissimilar to LDA, which requires this number to be set by 

the utilization. In particular, the importance of any 

anomalous topic will be measured as for the invalid model 

(typical topics), either under or over fitting the invalid 

model. This can prompt bogus discovery of anomalous 

clusters due, separately, to constrained demonstrating 

power or to poor speculation. The detection stage in which 

we used report bootstrapping calculation for grouping of 

hopeful records in the test set. For trial result investigation 

we will utilized Newsgroup dataset. 

 

V. CONCLUSIONS 

 

In this audit paper we have talked about some current 

system utilized for exception detection [23], oddity 

detection and anomaly detection and so forth. In this study 

we found that anomalies are the patterns which have 

anomalous conduct than the standard patterns. Past 

techniques utilized as a part of anomaly detection have 

certain confinement as, just individual anomaly can be 

recognized, some methodologies like, MGMM and FGM 

can proficiently chips away at high thickness dataset. 

There are a few methods, for example, GLAD, d-GLAD, 

OCSMM which finds the conduct of anomalies in 

gathering. WSARE calculation utilized as a part of run 

based anomaly pattern discovery. It recognizes the 

anomaly in clear cut dataset. As indicated by our 

examination from this writing survey we intend to outline a 

framework that can productively chips away at genuine 

datasets which can be fit for distinguishing 

gathering/bunch of anomalies with low thickness. 
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Abstract:-- Agriculture is the major sector in the economy of Asia. The aim of this paper is to identify the importance of agriculture 

in Asia continent. In this paper, we evaluate differences between and within regions of Asia (Eastern-Asia, South-Central Asia, 

South-East Asia, and Western Asia and Middle Asia) and their countries. We used five agriculture parameters (Agriculture Land, 

Cereal production, Machinery, Tractors, Cereal yield, Land under cereal production) which widely represent agriculture 

productivity of Asia. The means of all Asian regions and its countries are identically similar is considered as a hypothesis for 

agriculture parameters. We use One-way ANOVA (analysis of variance) technique for analysis. Further, Asian regions and 

countries are estimated to test the differences of the means between and within regions and countries of each Asian region. The 

results show that each Asian region and their countries are having different agriculture productivity for agriculture parameters. 

 

Index Terms:  Asia, Agriculture productivity, Economic growth 

 
I. INTRODUCTION 

 

ASIA is the Earth's largest continent, located primarily in 

the eastern and northern hemispheres. Asia covers an area 

of 44,579,000 square kilometres, about 30% of Earth's total 

land area and 8.7% of the Earth's total surface area. It is 

geopolitically and strategically important because of its 

geographic position1 shown in Fig. 1. Agriculture is one of 

the most important sources of earning for majority of 

main-workers living in countries of Asian continent and 

also contributes in the economy growth in terms of GDP 

and exports. The agriculture productivity is basically 

depends on fertile regions. Agriculture growth depends on 

various parameters such as Agriculture Land [1], Cereal 

production [2], Machinery-Tractors [3], Cereal yield, and 

Land under cereal production [4]. Agriculture land refers 

to the share of land area that is arable, under permanent 

crops, and under permanent pastures. It includes 48% in 

Eastern-Asia, 67.6% in South-Central Asia, 56.8% in 

South-East Asia, and 22.8% in Western and Middle Asia. 

Machinery-Tractors help to increase food production in 

agricultural sector which leads to growth in consumption 

of pesticides, global inorganic fertilizer and animal 

feedstuffs etc. It also helps to increase cereal yield and its 

production. Cereal yield measured as kg per hectare of 

harvested land including wheat, rice, maize, barley, oats, 

rye, millet etc. Land under cereal production refers to 

harvested area in region. The temperature variations 

though periodic nature may vary from region to region and 

such variations are mainly dependent on location and 

altitude of the region and also on other factors like the 

nearness of sea and vegetation. Sometimes the agriculture  

 

productivity of different regions are different because of its 

temperature, air pressure, humidity etc variations. Anita et. 

al. analyzed such periodic variations using recurrence plot 

(RP), cross recurrence plot (CRP), recurrence rate (RR), 

and correlation of probability of recurrence (CPR) methods 

to find similarities between and within united states 

climatic regions and to identify their connectivity trend [5]. 

Information and Communication technology (ICT) is the 

efficient way to increase the productivity of agriculture. 

They extract the useful knowledge based content and 

identifying the patterns in dataset for identifying the 

important features in agricultural domain. Pallavi et. al. 

build an information system for improving interaction 

between farmer and customer to analyze and use of data 

mining technique specially regression analysis to predict 

the crop production to have decision making process easier 

[6]. The other parameters like fertilizer, modern seeds and 

water are playing a key role in boosting yields. Jonh et. al. 

presented and test for respective empirical links between 

agricultural yields and economic growth, labor share in 

agriculture and non-agricultural value added per worker 

[7]. 

The primary goal of this work is to estimate the agriculture 

productivity in terms of cereal production in Asian regions. 

From literature [8], [9], [10] we identify parameters which 

effect the production of agriculture. Since the economy of 

all region in Asia is different. So we try to find the 

countries or regions where difference exists between them 

in terms of agriculture production. We are doing this by 

identifying gap between and within regions and countries 

of each Asian region. 
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Fig 1. Asia Regions 

 

The rest of the paper is organized as follows. Section II 

introduces details of the used dataset and adopted methods. 

Section III describes the experiments and results for asian 

regions. The conclusion and a brief discussion of 

opportunities for future work are presented in Section IV. 

 

II. METHODOLOGY: ANOVA AND Z-STATISTICS 

 

A. Dataset 

Yearly data on agriculture parameters for 54 years (1960–

2014) were collected from the World Bank data2 for Asian 

regions: Eastern-Asia, South-Central Asia, South-East 

Asia, and Western Asia and Middle Asia and their 

countries. The data has been transformed to normalized 

form. Table I, describes the World Bank data sample 

dataset use for further processing. 

 

TABLE I. USED DATASET 

 
 

The variables are: Agriculture Land, Cereal production 

(metric tons), Machinary, Tractors, Cereal yield (kg per 

hectare), and Land under cereal production for four Asian 

regions: Eastern-Asia (5 countries), South-Central Asia (10 

countries), South-East Asia (8 countries), and Western 

Asia and Middle Asia (12 countries) as follows: 

Eastern-Asia: China, Japan, Korea, Rep., Korea, Dem. 

Rep. and Mongolia 

South-Central Asia: Afghanistan, Bangladesh, Bhutan, 

India, Iran, Islamic Rep., Maldives, Nepal, Pakistan, 

Srilanka. 

South-East Asia: Brunei-Darussalam, Combodia, 

Indonesia, Malaysia, Myanmar, Philippines, Thailand, 

Vietnam. 

Western Asia and Middle Asia: Iraq, Israel, Jordan, 

Kuwait, Lebanon, Oman, Qatar, Saudi Arabia, Syrian Arab 

Republic, Turkey, United Arab Emirates, Yemen. 

We selected the One way ANOVA technique to examine 

the difference between region and countries of each Asian 

region. For results calculation, we evaluate the mean and 

variance for agriculture parameter as follows: 

Here we are showing the formula for a country with 

respect to one Asian region. 

 

 
Arithmetic variance for country n in region Ri is: 

 
 

B. Calculation of Analysis of variance (ANOVA) 

[11],[12] : 

Sum of squares (TS) of a parameter p calculated as sum of 

variation between countries (SB) and within countries 

(SW). 

 
 

Where 
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Evaluation of variance between countries (MSB): 

 
Evaluation of variance within country (MSW): 

 
C. F-test statistics 

To test the similarity in all countries of Region Ri for a 

parameter p is: 

 
 

MSB and MSW is calculated using Eq. (8) and (10). For 

significance testing (α=0.05), we compared calculated F 

value with its 𝐹𝑐𝑟𝑖𝑡 (α, k-1, ST -k) value. 

If the hypothesis of similarity of means is rejected, a 

question comes that which means are unequal. Various 

paired comparison is performed to solve this question. This 

comparison is evaluated using z-test (two tailed 

significance level) [11] with hypothesis at α=0.05 

significance level. Hypothesis indicates that there is no 

difference between agriculture related parameters of 

countries of each Asian region Vs. each country of same 

region. 

Hypothesis, 𝐻0:μ1=μ2, Null Hypothesis, there is no 

differences exists, 

𝐻1:μ1≠μ2, Alternative Hypothesis, differences exists.  

Z-test Statistics are 

 
Where, n=1, 2, …, 10 indicates all countries in South-

Central Asia region, 

 
 

 

Fig. 2, describes Two-tailed hypothesis test of the 

difference between two means at the 0.05 significance 

level and represents hypothesis test graphically. Region 

outside the both vertical lines contains 0.025 of the area. 

The acceptance region range (-1.64 ≤ z ≤+1.64) within 

vertical lines contains two equal areas of 0.475 each. We 

determine the critical value of z using standard table [11]. 

For e.g. we can see that the calculated z value 3.86 lies 

outside the range i.e. hypothesis is not accepted. 

 

Eq. (5), (6) and (11) are used to evaluate Table II shows 

the ANOVA results represents SB, SW and TS which 

indicates their percentage of contribution for each 

agriculture parameter. The differences between Asian 

regions and the countries of each Asian region are much 

smaller than the differences within them. 

 

 
Fig. 1 Two-tailed hypothesis test 

 

III. EXPERIMENTAL EVALUATION 

 

A number of significant experiments were performed to 

verify the effectiveness and efficiency of the proposed 

approach. All our experiments were conducted on a 

Intel(R) Core(TM) i3 CPU@2.10GHz processor with 3 GB 

of RAM and running on a Windows 7 OS. The algorithm 

in the experiments were implemented in Java. 

 

A. Results 

 

TABLE II ANOVA RESULTS 
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Table II showing the ANOVA results. We observed from 

results that when examining Cereal yield in Asian regions, 

where only 14.42 % of the difference is described by group 

of Asian region and 85.57 % of the differences present 

within them. Agriculture Land shows maximum 78% 

(approx.) difference between Asian regions. Similarly for 

South Central Asia region we observed that Cereal yield, 

where only 3.29 % of the difference is described by group 

of South Central Asia region countries and 96.7 % of the 

differences present within the country. Agriculture Land 

shows maximum 38% (approx.) difference between 

countries. The indication is that large differences exist 

between regions and countries for various parameters 

which can explain region and country’s level agriculture 

productivity. 

F-statistic is evaluated using Eq. (11), we notice that the F-

test statistic value exceeds the significance level of 𝐹𝑐𝑟𝑖𝑡 
(0.05) except Cereal yield parameter. 

The results describes in Table III and Table IV calculated 

using Eq. (12), represent the results of testing for 

differences between Asian regions Vs each Asia region and 

countries of South Central Asia region Vs a country in a 

region for the five agriculture parameters. Each region and 

country is significantly different from the group of all 

regions and countries. 

TABLE III 

ASIAN REGIONS: VARIOUS PAIRED 

COMPARISONS 
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TABLE IV 

SOUTH CENTRAL ASIA (SCA) REGION: VARIOUS 

PAIRED COMPARISONS 
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From Table IV, we observed that Cereal yield is the only 

parameter where we did not get any exception. For Cereal 

production parameter we got exception in two countries as 

Bhutan and Maldives. Similarly we got the exceptions for 

other agriculture parameters in countries. This provides 

strong conclusion for each region and country uniqueness 

in five agriculture parameters. Table V describes the 

various paired comparison for Eastern Asia and similarly 

determine the Z-test for South East Asia and Western Asia 

and Middle East regions. 

 

TABLE V 

EASTERN ASIA (EA) REGION: VARIOUS PAIRED 

COMPARISONS 

 

 
 

 
 

B. Correctness of proposed method 

To validate the effectiveness and reliability of our 

approach we are using recurrence quantification analysis 

(recurrence plot, cross recurrence plots) [5] and association 

rules methods [13]. The recurrence plot and cross 

recurrence plots are shown in Fig. 3. From Fig. 3(a) we can 

see that RP of South-East Asia region have similar periodic 

variations which indicate that the occurrence of recurrent 

points along the main diagonal for each region is same. It 

means the temperature of one region follows some periodic 

variation which is different from another region. From Fig. 

1 we can see that Central asian and South-East Asia 

regions are situated diagonally, so very less similarity will 

appear in their temperature. In other words, in the case of 
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Central asian and South-East Asia regions sun rays have 

the direct impact on Central asian and less on South-East 

Asia regions, so there temperature differs which is shown 

by less correlated number of points in CRP, Fig. 3(b). 

It indicates the weak similarity between Central Asian and 

South-East Asia regions. We know that the agriculture 

productivity is directly depends on the temperature of 

regions. So if climate temperature is differ in regions, 

agriculture productivity also found to be dissimilar in 

different regions as shown in Fig. 3. 

 

 
(a) Recurrence Plots for South-East Asia 

 

 
(b) Cross Recurrence Plots for Central and South-East 

Asia 

 

Fig. 3 Recurrence plots and Cross recurrence plots 

 

 

TABLE VI 

ASSOCIATION RULES ON CORRELATED 

PARAMETERS 

 

 
 

Where, AGL: Agriculture Land, LUCP: Land under cereal 

production, CP: Cereal production, MT: Machinary-

Tractors, CY: Cereal yield, D: Direct relationship. 

In Table VI causal relationship between parameters is 

described with its support, strength and rate of change for 

generated rules. For example, a rule (AGL, D, 4%, 3) ⇒ 

(CP, 1%), indicates direct relationship, i.e. increase in 

agriculture land by 4%, will increase the crop production 

index by 1 % after 3 years. From Table VI we can observe 

that the different regions having different support, strength 

and rate of change for similar rules because of various 

economic conditions which affects the agriculture 

productivity of asian regions. 

 

IV. CONCLUSION 

 

The result of our analysis indicates that significant gap 

exists between and within Asian regions as well as their 

countries. Regardless of serving as an active body (Asian-

continent) in world, there exist economic differences 

between regions and its countries. We used ANOVA and z 

test to perform necessary evaluations on 54 years time 

series data. Our main contribution is to test the differences 

among Asian regions (Eastern-Asia (5 countries), South-

Central Asia (10 countries), South-East Asia (8 countries), 

and Western Asia and Middle Asia (12 countries)) and 

their counties using five parameters (Agriculture Land, 

Cereal production, Machinery, Tractors, Cereal yield, Land 

under cereal production). From our analysis we notice that 

only cereal yield followed the hypothesis, i.e. there exists 

similarity between countries of south central Asian region 

for cereal yield and also identified that other agriculture 

parameters were not having the similar characteristic. We 

show that each region and its countries follows unique 
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characteristic for agriculture parameters. Our finding helps 

to analyse differences exist between region and countries 

for various parameters which can explain region and 

country’s level agriculture productivity. It also helps to 

reduce poverty, increase foreign exchange and balance 

economic growth between Agriculture and Industry. 
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Abstract:-- A new Satellite Constellation has been designed for advanced remote sensing applications keeping frequent revisit 

periods and higher resolution images as primary requirements. The designed satellite constellation is obtained through a 

structured exhaustive search method to minimize the number of satellites and the revisit time gap. After the exhaustive search, a 

563.6 km altitude sun-synchronous dawn-dusk orbit has been identified as an optimum orbit for the satellite constellation. The 

satellite constellation consists of 5 planes with 6 satellites in each plane. There are totally 30 satellites in the constellation with 

Synthetic Aperture Radar (SAR) as the primary payload. The satellite constellation can give meter to sub-meter resolution images 

of any spot on earth for every 192 minutes with +/- 230 to 530 roll tilt. Also, the obtained satellite constellation can cover the entire 

globe systematically within 4 days with 10% image overlap. 

 

Index Terms:  Satellite Constellation, Exhaustive search, Systematic global coverage, spot coverage, microwave satellite 

Constellation 

 
1. INTRODUCTION 

 

The paper illustrates satellite constellation design by an 

exhaustive search approach for advanced remote sensing 

applications. Though the advancements in the field of 

remote sensing are exponential, the cost spent to capture 

images using satellites are still higher. This is due to the 

launch and making costs of the satellites; therefore, 

optimizing the satellite constellation to minimize the 

number of satellites is important. Efficient operation of 

satellites not only relies on the satellite payload 

characteristics and also depends on the satellite’s orbital 

parameters. Hence, finding an optimum orbit for particular 

space systems/satellites is an important aspect for any 

space mission. Even for a single remote sensing satellite 

the cost spent for quality images is enormous; therefore, an 

extensive study must be carried out for a satellite 

constellation (series of satellites). An optimum satellite 

constellation should have the minimum number of 

satellites and lesser revisit time gap (frequent revisits) 

without compromising the performance of the satellite.  

The objective of this study is to design an optimum 

satellite constellation. This satellite constellation should 

capture meter to sub-meter resolution images of the entire 

globe with minimum number of satellites with and without 

the usage of roll tilt. The problem has been approached 

with certain assumptions and constraints. Those constraints 

and assumptions are explained in Section 2. The design 

procedures are detailed in Section 3. Section 4 explains the 

results in detail with necessary data and images. Finally, 

Section 5 concludes the importance of such constellation 

design studies along with the future prospects. 

 

2. REQUIREMENTS, ASSUMPTIONS, AND 

CONSTRAINTS 

 

2.1 Requirements 

• Global coverage with roll tilt for every 3 to 6 hours (spot 

coverage) 

• Systematic Global coverage with minimum time period 

• Image resolution: meter to sub-meter 

• Day & night imaging 

• Any weather imaging 

 

2.2 Assumptions and Constraints 

• From the requirements, it is observed that the payload 

should capture images in both day & night and in all 

weather conditions. Based on these requirements Synthetic 

Aperture Radar (SAR) payload (Misra et al. 2013) has 

been fixed as the primary payload for all the satellites. The 

Swath of the satellite payload is fixed to 25 km (Misra et 

al. 2013). SAR payloads do not require a light source to 

capture images and it operates on the principle of RADAR. 

Because of that, SAR payloads can capture images during 

both ascending and descending passes. 

 

• The existing SAR payload satellites in ISRO are RISAT-

1 and RISAT-2. It is found that RISAT-1 and RISAT-2 

(Misra et al. 2013 & http:// www. nrsc. gov. 

in/Earth_Observation_Missions?q=RISAT-2) are having 

the SAR payload with 1m resolution at an altitude of 536 

km. Therefore, the maximum altitude of the constellation 

search has been limited to 600 km. The maximum altitude 

is limited by the currently available payload range. 
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• Active usage of SAR payloads demands higher power 

generation. To meet the power requirements the design 

search has been limited to circular sun-synchronous dawn-

dusk (local time either 6 A.M or 6 P.M) orbits (Misra et al. 

2006) 

 

• Effective operation of SAR payloads requires 

non-nadir or non-zero roll tilt positions to enable Doppler 

measurements (Misra et al. 2006). From the SAR payload 

capacities of Indian Remote Sensing Satellites, the payload 

roll tilt angles are fixed to +/- 230 to 530  

 

3. DESIGN PROCEDURE 

 

The satellite constellation design problem has been 

modified as an optimization problem to meet the 

requirements. The optimization problem as follows: 

Minimize:   Number of satellites (n) 

Minimize:   Revisit time gap (t) 

Variable bounds:  230 < Roll tilt (r) < 530 (or) 

-530 < r < -230, 

100 km < Altitude (h) < 600 km 

Constraints: Circular Sun-Synchronous 

Orbits 

(Dawn-dusk) 

Systematic global coverage 

Any spot coverage 

 

The above problem has been solved using a structured 

exhaustive search. The following steps are involved in the 

design of the required satellite constellation. 

 

1. Select an Altitude: For a circular orbit, the semi-major 

axis (a) is the sum of altitude and Earth’s radius (R = 

6378.138 km); therefore, for a given altitude the semi-

major axis is known 

2. For this semi-major axis, satisfy the sun-synchronous 

condition (Larson and James Richard Wertz 1992, p.144, 

180-184, Chobotov 2002, p.218, 250-254) and obtain the 

inclination. For a particular semi-major axis, there will be a 

unique inclination that gives the orbit the sun-synchronous 

property. Thus, for the given semi-major axis the 

inclination is obtained (i) 

3. Assuming circular orbit, the eccentricity is known (e = 0 

for circular orbits). Actually, e=0 is practically not feasible; 

hence, eccentricity is considered as 0.001 for more realistic 

results. The Right ascension of ascending node (RAAN) 

and the mean anomaly has been initialized as zero for the 

first satellites in each plane. The phasing between the 

satellites in each orbital planes (in-plane phasing through 

mean anomaly) and the phasing between each orbital 

planes in the constellation (out of plane phasing through 

RAAN) are calculated after the computation of the number 

of satellites required (step 7) 

4. Argument of perigee has been fixed to 900 for all the 

satellites to tackle the altitude variation during imaging. 

Circular orbits are not possible (step 3); consequently, the 

designed orbit will be an elliptical one. Hence, fixing the 

argument of perigee to 900 will help to ignore the altitude 

variations during image processing 

5. The number of satellites in a plane is calculated based on 

the area covered by the satellites with its maximum roll tilt 

capacity. The considered SAR payload has the tilt capacity 

of +/- 230 to 530. This indicates that the payload can cover 

from +230 to +530 and from -230 to -530. Fig. 2 explains 

the roll tilt viewing points from the satellite frame of 

reference during a descending pass. In Fig. 2 it is observed 

that for a sun-synchronous dawn-dusk orbit the nadir or 

zero-roll tilt viewing trace is nothing but the satellite 

ground trace (positive X axis towards the Earth’s center in 

the satellite reference frame, ref Fig. 1). In the Fig. 2 the 

positive and negative roll tilt coverage is also illustrated. In 

this paper, the constellation design procedures are carried 

out by considering the roll tilt from -230 to -530.  

6. The path pattern of the orbit is computed using Earth’s 

rotation and the orbital period of the chosen orbit. For 

example, let us assume a 96-minute orbital time period 

orbit. If the orbit’s first path intersects the equator at 00 

longitude, then the next orbital path will intersect the 

equator approximately at 240W longitude. This is due to 

the Earth’s rotation. Similarly, the entire path pattern of the 

corresponding orbit is analytically calculated 

7. From steps 5 and 6, single satellite coverage with roll tilt 

is computed. Based on the coverage information, the 

number of satellites required in a single plane is calculated. 

The optimum number of satellites per plane is actually 

restricted by the roll tilt capacity of the satellite’s payload. 

For example, for a 600 km orbit, 300 roll tilt coverage (-

230 to -530) will be around 346 km, i.e. the satellite will 

have the capacity to cover 346 km by changing its viewing 

direction (roll tilt). The Earth’s greater circle is the equator, 

each orbit will cross the equator twice (SAR payloads can 

image during both ascending and descending) in a single 

orbit, therefore the satellite can cover up to 692 km (346 

km × 2). From step 6 it is understood that the gap between 

first and second orbit is 240 longitude or roughly 2681 km. 

Having 6 satellites in a plane will divide this gap equally. 

The gap between the first and the next satellite in a single 

plane will be 382 km. This 382 km difference can be 

covered using the 300 roll tilt along with the payload swath 

of the two satellites. If a 600 km altitude orbit is chosen, 

then more than 6 satellites per plane will not increase the 

coverage; rather it will decrease the roll tilt from 300 to 

lesser angles. Decreasing the roll tilt angles in a macro-

scale is not beneficial for a SAR payload (it might be 

useful in case of optical payloads as the increase in roll tilt 

angles decreases the resolution). From the above 

information, total number satellites in a plane and total 

number of planes required in the constellation are 

computed. Computation of total number of planes is 

derived from the revisit time period. In this design 

procedure, the revisit time is taken between 3-6 hours 
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(approximately 2 to 4 orbit period for less than 600 km 

altitude orbits) 

 

 
Fig. 1.Satellite Reference frame 

 

 

 
Fig. 2.Satellite ground trace and maximum roll tilt area 

coverage during a descending pass 

 

8. The above steps are continued till the search reaches the 

maximum altitude. Another important aspect of this 

satellite constellation design is the systematic global 

coverage. The roll tilt capacities are useful during spot 

coverage. For normal satellite operations, the satellite 

should cover the globe without providing any roll tilt with 

path to path overlap. Usually, 10% overlap between paths 

is expected for image processing. Hence, the systematic 

coverage along with the overlap percentage is calculated 

from the path pattern (step 6). The results are analyzed 

based on the revisit time and number of satellites to find 

the optimum satellite constellation. 

 

Fig. 3 illustrates the above design procedures through a 

flowchart. The flowchart systematically describes the 

search algorithm followed in this paper to obtain the 

required satellite constellation. 

 

 
Fig. 3. Structured satellite constellation design procedure 

 

4. RESULTS AND DISCUSSION 

 

From the exhaustive search, the following sun-

synchronous dawn-dusk orbit has been found to be 

optimum. The orbital parameters of the obtained orbit are 

given below: 

Altitude:   563.597 km 

Inclination:  97.659 deg 

Number of Orbits: 1784 

Number of days:  119 

Period:   96.054 minutes 

Overlap:   10.15 % 

Path to Path distance: 22.464 km 

Inner cycle:  1 day 

Q factor:   14 (118/119) 

 

A satellite placed in the above orbit can cover the entire 

globe in 1784 orbits in 119 days (14 (118/119) orbits per 

day). The path to path difference for the obtained orbit is 

22.464 km (this has been identified from step 6 in Section 

3); therefore, this particular orbit will have 10% overlap 

during the systematic coverage (swath = 25 km).  

The inner cycle defines when the next adjacent path lies in 

the orbital cycle. Here, 1784 orbits in 119 days is the 

orbital cycle. After 119 days the path pattern starts from 

the beginning, i.e. the 1785th orbit will fall on the 1st 

orbit’s path; the 1786th orbit will fall on the 2nd orbit’s 

path and so on. In the obtained orbit, the inner cycle is 1 

day which indicates the next adjacent path will fall on the 

next day itself. Inner cycles are fixed for the given orbital 

parameters and cannot be altered.  
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From the orbital parameters, the satellite constellation 

requires 30 satellites with -230 to -530 (or +230 to +530) 

roll tilt to cover the entire Earth within 192 minutes. This 

satellite constellation can give any location in the globe 

with meter to sub-meter resolution images for every 192 

minutes (two orbital periods). The constellation has 5 

orbital planes with 450 RAAN difference between the 

planes and each plane will have 6 satellites with 600 mean 

anomaly phasing (equal phasing). The results are tabulated 

below. 

In addition to that, the designed satellite constellation can 

cover the entire globe systematically with 10% overlap in 

just 4 days, i.e. without providing any roll tilt; this satellite 

constellation can capture the entire Earth’s surface with 

meter to sub-meter resolution for every four days. The 

satellites position, phasing of each satellite in a single 

orbital plane, phasing of each orbital plane in the 

constellation are explained in Tables-1 & 2. The obtained 

orbit is found to be optimum for both spot coverage and for 

systematic global coverage. 

Fig. 4 graphically describes the phasing between the 

satellites in a single orbital plane. Fig. 5 is a graphical 

illustration of the designed satellite constellation’s orbital 

planes. This image depicts the inertial view of the orbital 

planes in outer space. Fig. 6 gives the coverage capacity of 

the satellite constellation with the maximum roll tilt (-230 

to -530 roll tilt) for a period of 192 minutes.  

 

Table-1: Satellites phasing (in-plane) in each plane 

Satellite No. 

Mean anomaly 

Phasing  

(deg) 

SARSAT-1 360.0 

SARSAT-2 60.0 

SARSAT-3 120.0 

SARSAT-4 180.0 

SARSAT-5 240.0 

SARSAT-6 300.0 

 

Table-2: Satellites plane phasing (out of plane) in the 

constellation 

 

Plane No. 
RAAN 

(deg) 

Plane-1 360.0 

Plane-2 315.0 

Plane-3 270.0 

Plane-4 225.0 

Plane-5 180.0 

 

5.  CONCLUSION 

 

From the exhaustive search, an optimum satellite 

constellation is designed using minimum number of 

satellites and frequent revisit time period. The satellite 

constellation requires just 30 SAR payload satellites 

(SARSAT) to capture entire Earth’s surface with meter to 

sub-meter resolution. The satellite constellation 

systematically covers the Earth in just four days and can 

capture any place on Earth’s surface for  

  

 
Fig. 4.Graphical illustration of the in-plane phasing in a 

single plane 

  

 
Fig. 6.Global coverage of the obtained satellite 

constellation with -230 to -530 roll tilt for a period of 192 

minutes 

 

about every three hours using the payload’s roll tilt 

capacity. This study will be helpful especially during the 

natural hazards and for the selected region coverage 
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applications. Also, this constellation can be further used to 

study volcanoes, landslides, ecosystems, dynamics of ice, 

coastal process, etc. The roll tilt capacity of the satellites 

and the payload swath also plays a vital role in reducing 

the number of satellites in the constellation. Due to the 

advancements in the field of Aerospace, the payload and 

other constraints are expected to be eliminated in the near 

future. Removing those constraints will further reduce the 

number of satellites required in the constellation. Also, it 

will expand the search to a greater extent which will 

require an efficient  

  

 
Fig. 5.Graphical illustration of the out of plane phasing 

of the designed satellite constellation 

 

algorithm to converge the results. The future scope of this 

study can be extended to design a satellite constellation to 

monitor any given location at any point of time.  
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Abstract:-- The proposed email setup consist of multiple mail servers distributed at two levels to achieve desirable email access 

performance. It is a well-established fact that 99% of the emails received over internet are either spam or contained viruses and 

such emails can be dropped at the first entry point of the Network. Thus the first level in the proposed architecture has been taken 

as an email gateway which is equipped with antivirus and anti spam software. Spam assassion is an open source freeware software 

for filtering of the spam emails. Perl based spamassassion id to CPU and Memory hungry for heavily loaded server thus this new 

arrangement would then overcome the Problem of slow Email access for users by detaching spamassassion  from email repository 

servers. The second level of the servers with email repositories for users all the email servers used in this implementation would be 

Linux X86 servers. Virtualization technique presents a software interface to virtual machines that is similar but not identical to 

that of the underlying hardware. First level is implemented in Virtual machine. So as to provide scalability, portability, migration 

and vendor independent. 

Index Terms:  spam, virus, internet protocol, multilayer filtering. 

 
I. INTRODUCTION 

 

As computing becomes pervasive, people increasingly rely 

over the Internet. Now, the Internet is a preferred source to 

access online services such as E-mail services, e-banking, 

e-government, etc. User mails require a strong security 

mechanism from viruses and spam detection [1, 2]. 

Security is a major issue in internet based E-mail access 

service system. There are various internet threats which 

affect the security system of internet and increase risk for 

receiving bulk mail resources over highly secured network. 

Most of the spam and virus detection system relies on 

single layer filtering. Single-layer filtering is the traditional 

security process that requires antivirus and anti spam 

software installation on server. Single layer filtering is 

vulnerable to detect spam because it requires lot of time to 

process mails on single server. For applications that require 

greater security, it may be advisable to implement more 

complex systems, such as multi-level anti spam, antivirus 

email setup [3]. In a two-level filtering system, incoming 

mails are processed at first level for filtering and scanning 

and processed mails are then forwarded to the second level 

mail server. The management of antivirus, anti spam and 

its supporting software complexities are handled by the 

centralized server configurations. Keeping the email-setup 

secure and containing clean mails in user’s inbox, while 

receiving mails from different domains, over Internet is a 

challenging task. The challenges start from filtering useful  

mails from all received mails which are received at first 

level (server level) to reduce the processing time of the 

second server, across the Internet is the most simplified  

 

ay and without posing any potential threat to the networked 

resources. This paper has addressed the security issues 

involved in the email-setup of the organization accessible 

from the Internet. It allows users to access their mails 

present in their respective inboxes which are guarantees to 

contain monthly urgent emails. The above discussion 

underlines the need for Multilevel Email-setup for highly 

trusted network. To do so in the present work an Email-

setup that is both secure and highly usable has been 

designed using multiple levels. An email setup has been 

designed using multilevel scheme using Virtual Machines 

for better resource utilization and LDAP Server for 

managing information’s [4].  Fig. 1 shows the spam 

detection process of proposed architecture.  

 
Fig. 1 Spam detection process of proposed system 
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II. EXISTING SYSTEM ARCHITECTURE 

 

It would not be a secure way for most of the email setup to 

simply use antivirus and anti spam software for spam and 

virus detection [5]. The existing system works only on 

single level. Current system has Load Distribution on 

single level which makes accessing of useful mail difficult 

from bulk mails All the processing on mails as scanning 

,filtering  and mail accessing done on same level .The 

system addressed the problem of Load balancing and low 

throughput. Hence we need to provide different access 

levels for secure accessing of  mail services. Current 

system architecture is shown Fig 2.  

 

III.  PROPOSED SYSTEM ARCHITECTURE 

 

Fig. 3 shows the proposed system architecture. On first 

level Virtual Machines has been created with following 

components: Mail gateway (Qmail 1.03), antivirus (Clam 

AV) and anti spam (Spam Assassin) installed on first 

Virtual Machine. On the second level Actual Mail Server 

setup has been created. 

 

Both levels have been implemented using Centos 5.5 as 

Operating System. The developed setup will be used to 

access the spam and virus free emails over the Internet. 

The first level of email setup detects and filters out 80% 

spam and virus effected mails. The second level of mail 

server which acts as user end email server receives clean 

mails from the first level. All implementations have been 

done using open source tools. This proposed system 

provides following solutions: 

 

A. Trusted Email setup 

Strong security relies by filtering and scanning mails on 

multilevel. Clamav, Spam Assassin, Qmail 1.03 and 

supporting packages are uses as the level of filtering and 

scanning, which provides multilevel trusted Email setup 

for highly secured network. 

 

B. Managing Anti Spam 

 Spam Assassin uses as the first level of filtering/scanning, 

which supports pyzor , razor , DCC , Bayesian filtering and 

provides security against spam mails for managing the 

identity of the users of a secure mails. 

 

C. Managing anti Virus 

The Use of Clam AV mechanism to enhance the security 

of mails from virus  

 

D. Secure E-Mail service 

The RRCAT web mail services will be accessible over 

internet in simplified and secure manner. 

 

 

E. Security Against Spam and Virus 

70-80% spam and virus effected mails are detected, so the 

user receives almost clean mails. 

 

F. Secure Data Storage 

A LDAP directory acts as the authoritative data store for 

all identity information as well as the configuration 

information for the identity management system itself.  

 

Fig. 2. Spam and virus detection using single level 

architecture 

  

 
 

Fig 3. Spam and virus detection using multi layer 

architecture 

  

IV. EXPECTED OUTCOMES 

 

The result of this paper is a Multilevel, Anti spam, Anti 

Virus and Email setup with IPV4 and IPV6 support. This 

system also provides necessary scripts and interfaces for 

successful creation of Virtual Machine with support for 

IPV4 and IPV6 protocols using Para virtualization tools 

[6]. This setup uses well proven and tested open source 

technologies for achieving multilevel filtering/scanning of 

emails thus providing necessary control of allowing only 

clean emails to reach the users. Results are shown in below 

figures on daily and monthly basis. Fig. 4(a) and 4 (b) 

shows result on single layer system. Fig. 5-7 shows result 



 

 

IPV4 and IPV6 Based Hybrid Approach for Spam and Virus Detection 
 

 

IFERP    International Conference  Pune             24                     ISBN: 978-81-932966-5-3 

 

 

on multiple layer system for daily and monthly received 

data. Fig 5(a)-5(b) and Fig 6(a)-6(b) shows the result on 

layer1 using different spam filter as spamfilter1 and 

spamfilter2. Fig.7(a)-(b), shows the result at layer2 or the 

finally received data by user. From results we can observed 

that we are getting more number of spam mails in single 

layer system while in multiple layer system less spam 

mails are received because the mails are already filtered at 

layer1. In other terms in previous system all types of mail 

(Spam/Virus/Clean) are received by user in their inbox 

while in proposed system user received almost clean mail 

received.  

 

 
Fig.4(a) spam and virus detection graph for previous 

system(daily) 

 

  

 
Fig.4 (b) spam and virus detection graph for previous 

system(monthly) 

 

 

Proposed System Results 

 

Spamfilter 1 

 
Fig 5(a) Spam and virus detection on spamfilter1(daily) 

 

 
Fig. 5(b) Spam and virus detection on spamfilter1 

(monthly) 

 

Spamfilter 2 

 
Fig. 6(a) Spam and virus detection on spamfilter2(daily) 
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Fig. 6(b) Spam and virus detection on spamfilter2 

(monthly) 

 

Actual Server 

 
Fig. 7(a) Spam and virus detection on actual server 

(daily) 
 

 
Fig. 7(b) Spam and virus detection on actual server 

(monthly) 

V .CONCLUSION 

 

In this paper, High throughput multilevel Anti spam and 

Antivirus email setup with IPV4 and IPV6 support has 

been designed and developed. Server virtualization has 

been used for the development of first layer of Anti spam 

filtering and Antivirus scanning, to achieve optimum usage 

of hardware resources. The Analysis of incoming mails, 

spam mails and virus infected mails shows that more than 

72% spam and virus mails are processed at the first layer. 

Hence actual user end mail server receives only clean 

mails at second layer which improves the performance of 

the mail server. It resulted in improved server response 

time to the user of mail servers.  IPV6 implementation has 

also been incorporated in the setup to adhere the future 

generation protocol. The setup is developed using the open 

source software which are readily available on internet. 
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Abstract:-- In the era of information, where digital image acts as the foremost source of information and easily convey the mes-sage 

rather than the description. According to an English idiom “A Picture is worth a thousand words”. However, the digital image can 

easily be tampered and it can raise the trouble regarding authenticity and integrity of the digital image, due to the proliferation in 

the field of digital image editing tools which are powerful as well as sophisticated with many advanced fea-tures. Nowadays, editing 

tools are easily available in the market and are able to perform manipulation with artifacts of the digi-tal image very easily and 

does not leave behind any footprint of such changes, which generates uncertainty on the authenticity of the digital images as these 

might be manipulated. So, there is a need to develop the digital image forgery detection tool to prove and verify the authenticity of 

the digital image. Verification of legitimacy of digital image can accomplish using two approaches. Namely, first is the active 

approach, which requires some embedded information with the image. The second ap-proach is a passive one that works in the 

unavailability of any additional data append on the source image and discover the authenticity of the digital image by analyzing the 

transformation in the visual information of the digital image. This paper pre-sents the detail study of passive techniques used for 

verification of the genuineness of digital image. 

 

Index Terms:  Digital image forgery, Tampering detection technique, Copy-move forgery, Splicing forgery, Image retouching 

 
I. INTRODUCTION 

 

Nowadays, everyone is living in the era, which is called as 

digital age, where the digital image is widespread and 

powerful channel of communication, which provides a 

possibility to process, access and share information in a 

very easy way. In the era of information, the image has 

acquired the reputation as unarguable evidence. Although, 

due to forgery with the digital images; these images do not 

remain the authentic and genuine and raise the question on 

the authenticity of the digital image. Forgery with the 

digital image means alteration perform on the visual 

artifacts of an image by deploying several image 

manipulation techniques such as copy-paste, blurring, 

noise addition, color enhancement, etc. Usually digital 

image forgery employed either for fun or to provide 

security to valuable documents and can be used for 

misguiding people as forgery accomplished with the digital 

image changes the visual imagery that changes information 

of the digital image [1]. The agile growth in the field of 

image editing software such as Adobe Photoshop, Picasa, 

etc., which are powerful and sophisticated that allows even 

relatively naïve user to easily process digital images and 

make changes in a digital image, which can challenge the 

credibility and legitimacy of the digital image. As the 

digital image genuineness made considerable imprint in 

day-to-day life of people, which acknowledge the necessity 

to develop a mechanism to validate the trustfulness of the 

digital image. 

 

However, certification of genuineness of the digital image 

is a great deal that required in various applications. For an  

 

example the trustworthiness of the digital image has a vital 

role in courtrooms, where they play a role of an evidence, 

even daily newspapers and magazines dependent on the 

digital images as well as the medical field also rely on the 

digital image for reports, where physicians make critical 

judgment on the basis of digital image. So, there is an 

importunate need to certify the reliability and credibility of 

digital images. To achieve the authenticity and integrity of 

the digital image forgery detection become the need of the 

time. From the above mentioned applications, it is evident 

that the role of a digital image has emerged as necessity 

with the time in every field of life. This makes certification 

of genuineness of digital images an essential task. 

 

Few of the main objectives that have been highlighted in 

this paper are as mentioned below: 

 

•to introduce the phenomenon of the digital image forgery 

and their types 

 

•to give an outline of distinct digital image forgery de-

tection techniques that is used to detect forged area in the 

digital image 

 

•to convey a comparative analysis of different tech-niques 

with their distinct parameters, merits and de-merits 

 

The remaining paper is organized as follows. Section 1 has 

introduced about the digital image forgery phenomenon 

and the Section 2 presents a discussion regarding the types 

of digital image forgery and the next Section 3 is dedicated 

to study on various types of digital image forgery detection 
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mechanisms. Furthermore, in Section 4 and 5 presented 

review on several proposed techniques for the detection of 

digital image forgery with respect to the three mentioned 

forgeries, along with the comparison. At the end, Section 6 

provides concluding remarks. 

 

2. CLASSIFICATION OF DIGITAL IMAGE 

FORGERY 

 

In this section, the paper presents the classification of the 

digital image forgery. Forgery with the artifacts or feature 

of digital images is termed as digital image forgery. The 

digital image forgery can be categorized in three different 

classes such as Copy-Move (Cloning), Image Splicing 

(Compositing) and Image Retouching. Each of the 

categories has been further discussed in forthcoming 

section. 

 

2.1.  Copy-Move (Cloning) 

Copy-move is an image forgery type that comes under the 

region duplication. In the copy-move forgery, the 

manipula-tion with the digital image can be performed by 

simply copy-ing a fragment or a part of the digital image to 

paste it into the same image frame. The motive behind the 

copy-move forgery is to duplicate any object or to 

camouflage it in that image [1]. 

 

Copy-move forgery is also known as cloning forgery as it 

clones one object multiple times in the same digital 

imagery, as shown in the figure 1. The figure 1(a) depicts 

the original image and figure 1(b) is a tampered image. 

From the figure 1(a), it can be observed that original image 

contained a small boat and a large boat. On the other hand, 

the figure 1(b) has been cloned which depicts the tampered 

image showing a large boat along with two small boats, 

where a small boat has been cloned in the image, which 

leads to the loss of the origi-nality of digital image and 

visual message changed. 

 

 
(a) 

 

 
(b) 

 

Fig. 1 Example of Copy-Move Forgery (a) Original 

Image (b) Tampered Image [7]. 

 

2.2. Image Splicing (Compositing) 

In the image splicing forgery, fragments of two different 

images are united in a single frame to produce a spliced 

image. The image splicing forgery may change the visual 

message of digital images more impactful than other 

forgeries in the image [1]. 

 

 
(a) 

 

 

 
(b) 
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(c) 

Fig. 2 Example of Image Splicing Forgery 

(a) Original image of woman standing in a garden 

(b) Original image of pillars and (c) Tampered image 

with woman and pillar combined 

(Source image is from CASIA TIDE v1.0 Dataset) 

 

Image splicing is also known as Image Compositing 

forgery as it composites two different image fragments and 

generate single image as shown in the figure (2). To 

understand this let’s observe figure 2(a) and figure 2(b) 

which are depicting the original image and the figure 2(c) 

is depicting the tampered image (i.e., spliced image). 

In the figure 2(c), two distinct image’s fragments are 

combined to generate single composite image which leads 

to changes occurred in the whole meaning of the original 

image’s visual message or content. While two different 

images captured in different lighting conditions and with 

different camera, it makes crucial task of matching lighting 

condition of two distinct images, to make a composite 

image. These lighting differences in the spliced image can 

be used as an evidence to detect spiced region in an image 

as well as the noise level of each image is different and can 

also be used as a clue to detect the splicing in the image. 

2.3. Image Retouching 

The image retouching forgery is performed by enhancing 

the digital image characteristic with slight changes in the 

digital image or reducing certain features in the image like 

color, brightness, contrast etc. It is an art which enhance 

photography. Image Retouching intensify the content of 

the digital image and frames it to attractive and put efforts 

to give a realistic approach to digital images [3]. 

             
           (a)                                              (b) 

Fig. 3 Example of Image Retouching (a) Original Image 

(b) Tampered Image [2]. 

 

As shown in the figure 3, the figure 3(a) is an original 

image and figure 3(b) is an enhanced version of an original 

image showing in figure 3(a). To make it more attractive 

beautification filter has been employed on the digital 

image. Editors of the magazine are exercising with the 

digital image retouching to embellish certain 

characteristics of the digital image so that it seems to be 

more attractive and beautiful. 

Among all the three digital image forgery categories, 

digital image splicing is the more impactful image forgery 

method as it changes the visual message more drastically 

than other two methods viz; cloning and retouching. It may 

put two digital images together to make the composite 

image and may show the object which is not actually 

present in an authentic image. Moreover, copy-move 

forgery implemented on the digital image only can hide the 

object present in the authentic image or may increase the 

count by employing clone multiple times of a specific 

object, which does not impact as by the splicing forgery. 

On the contrary, image retouching does not make more 

powerful changes as can be done by image splicing and 

copy-move forgery. It only employs to make digital image 

more beautiful and glamorous and generally used in 

modelling world. 

As discussed earlier in introduction section, it has been ob-

served that nowadays digital image plays a prime role in all 

the aspects of life. In this context, if forgery or tampering 

done to any digital image with any objective will be paid a 

heavy amercement in terms of loss of information, 

ambiguous information or fake information. This causes a 

digital image forgery a challenging issue for the 

researchers. Since, the act of tampering the digital image or 

digital image forgery cannot be stoppable, the only 

solution is to have the mechanism of detection of forgery 

occurred in the digital image. Therefore, in the last few 

years many researchers have proposed distinct type of 

image forgery detection techniques. 

 

3. TYPES OF IMAGE FORGERY DETECTION 

TECHNIQUES 

 

In this following section, the paper presents a brief idea 

about the categorization of digital image forgery detection 

techniques. Image forgery detection technique is nothing 

but a mechanism to detect the forgery in the digital image. 

Techniques of digital image forgery detection are mainly 

subdivided into two distinct approaches, namely, the first is 

active approach and the second is passive approach. 

 

In active approaches, the digital image depends on 

addition-al appended digital data like watermark insertion 

or attaching digital signature on the source digital image 

while image obtainment procedure, which would create a 

boundary against the active approach in practice. 

Moreover, many cameras are not equipped with these 
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features which results failure of active approach. On the 

contrary, passive methods work in the absence of pre-

embedded information like digital watermark or digital 

signature and blind method is another term for passive 

approach and as it does not look for additional digital data 

with source image to validate the authenticity of digital 

image. Rather the passive techniques are able to detect the 

image forgery by analyzing the changes in the content of 

the image. 

 

The passive approach is further classified into various 

categories namely in pixel-based technique, format based 

technique, camera-based technique, physical environment 

based technique and geometry-based technique. A tree 

representation of image forgery detection techniques has 

been shown in figure 4. 

 
Fig. 4 Categorization of Image Forgery Detection 

Techniques 

 

 Pixel-based techniques: Pixel-based technique often 

preforms detection of statistical fraudulent activity 

introduced at the pixel level in a digital image. The 

most often applied forgery detection technique is the 

copy-move detection technique. Detection of image 

resampling and image splicing are also the techniques 

have a place in this category. 

 Camera-based techniques: Management of distinct 

artifacts of the image proposed by the various factors, 

such that camera lens, fixed pattern noise etc. The 

techniques works on camera-based forgery detection 

techniques based upon the different parameter 

introduced by the factors that are response of camera, 

sensor noise level, array of color filter and chromatic 

aberration. 

 Format-based techniques: Format-based mechanism 

work on the image format. Formats are usually 

considered as a tag for every file system and expressed 

using extension. The Joint Photographic Experts 

Group (JPEG) is the frequently used image format 

with the extension of .jpg or .jpeg by many digital 

cameras and hence the format based forgery detection 

methods remarkably bring to focus on the JPEG 

format images. 

 Physical environment-based techniques: Detection of 

the eccentricity in the three-distinct dimensional 

interaction among the camera, light and the physical 

objects is obtained in the physical environment-based 

techniques. During creation of spliced image is often 

challenging to exactly match the lighting effect of two 

different fragments of the distinct images. In this, the 

lighting distinctness can use as clue of forgery with an 

image. 

 Geometry based techniques: The geometry-based 

technique measures the objects in their world positions 

with respect to the camera. The geometry based 

techniques includes two main aspects viz; principal 

point and the metric measurement. In this technique, 

estimated difference in the principal points of the 

digital image can be used as the left traces of 

tampering perform over the digital image. 

 

4. RELATED WORK 

 

In this section, the paper discusses the proposed passive 

methods by many researchers for the identification of 

forgery in the digital image, while first we will go for the 

generalize steps for the identification of the forgery in the 

digital image and then for the proposed passive methods. 

There are numerous techniques proposed by many 

researchers based on passive approach to overcome the 

problem of authenticity of the digital image and also for 

verification of the same issue. Before approaching the 

discussion on various passive approached techniques for 

forgery detection, this paper is initiating towards the 

generalize flow of the digital image forgery detection 

mechanism. The structure of the forgery detection 

systems depicts in the figure 5, where each step 

performing certain pre-defined task and transform the 
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input data into another form in the direction of detecting 

the forgery in the digital image. Figure 5 depicts the flow 

of the process which gives detail of the passive approach 

based forgery detection in the digital image. 

 

The general flow structure will include steps such as 

taking input image, pre-processing followed by 

decomposition step which is basically a segmentation of 

an image and the next step will be feature extraction and 

comparison step which means performing classification, 

locate the forged region step will localize the tampered 

region in the image and at the last, it will give an output 

as result of forgery detection in the digital image. 

 

 First, the system takes the digital image selected by 

the user as an input to process and then it performs 

reading. 

 In the pre-processing step, it performs conversion from 

one color space to another color space, which is 

suitable to process according to the method applied on 

the digital image and image enhancements to remove 

the additive noise from input digital images with the 

help of various filters available for noise removal such 

as median filter, averaging filter, etc. 

 After performing pre-processing, the preprocessed 

image is forwarded to next step i.e., decomposition. 

This step performs decomposition on the digital image 

that sub-divides the digital image into blocks to 

process each block individually. In this step, the 

segmentation technique is used to simply divide the 

image into small sub-image like block. For 

segmentation widely used techniques are like Discrete 

Wavelet Transform (DWT) [7-9, 12, 14], Discrete 

Cosine Transform (DCT) [3, 4, 16, 19], Multi-size 

Block Discrete Cosine Transform (MBDCT) [10] etc. 

 Subsequently, decomposition step, feature extraction 

step accomplishes. This step contains the extraction of 

the feature from each block of an image to use them 

during comparison step to compare the feature of the 

digital image. This step performed by applying feature 

extraction methods like Speed-Up Robust Features 

(SURF) [4], Scale-invariant Feature Trans-form 

(SIFT) [6, 14, 15], Local Phase Quantization (LPQ) 

[13], Canny Edge Detector [16] etc. 

 After extraction of appropriate features from the de-

composed digital image and are feed to classifier, 

which will perform classification by comparing the 

train dataset features with the test image features. 

Classifiers are used for performing classification and 

widely used classifiers such as Support Vector Ma-

chine (SVM) [3, 9-11, 13, 17], K-means clustering 

[16], etc. 

 On the basis of classification performed by classifier, 

it will find the forged regions and locate them in the 

second last step i.e., locate forged region step. 

 
Fig. 5 General Flow of Image Forgery Detection 

 

And at the end, it will provide the result of final forgery 

detection in the digital image. 

 

Recently, various techniques have been proposed by many 

researchers for the digital image authenticity and integrity 

verification. This paper discussing on the passive 

approached mechanisms and “Blind Method” is an another 

term refer for passive approach technique, which does not 

consider any pre-inserted digital data in advanced or pre-

embedded information with the digital image for the 

forgery detection in the digital image. To conquer with the 

problem of authenticity and genu-ineness, recent studies 

have been proposed several methods involving the use of 

block-based, camera-based and pixel-based forgery 

detection mechanisms to detect the tampering performed 

with the digital image. 

 

Overview of the various detection techniques of digital im-

age forgery based on the different methods by V. P. Nam-
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poothiri et.al., [1] and Charmil Nitin Bharti et. al., [2] gives 

details on the classification of digital image forgery 

techniques. It also reveals the necessity of the digital image 

tampering or forgery detection in the modern era. This 

paper covers the passive approach based image forgery 

detection techniques. It classifies the several image forgery 

detection mechanisms in the format-based techniques, 

pixel-based techniques, camera-based techniques, physical 

environment-based techniques and geometry-based 

techniques. In paper [2], comparative analysis has been 

performed with different approaches for image forgery 

detection as well as it also discussed about the various 

operations that arises during the image forgery are noise, 

crop-ping, blurring, rotation, scaling, retouching, resizing 

etc. 

 

In several passive approach based image forgery detection, 

DCT has been applied to reduce the dimensionality 

representation and to extract the DCT coefficients from 

each block as DCT divides an image into overlapping 

blocks in any color space. In [3] Amani A. Alahmadi et. 

al., presented a passive approach based splicing image 

forgery detection method, which is based on DCT and 

Local Binary Pattern (LBP), where DCT coefficients have 

been obtained from the chroma compo-nent (Cb or Cr) that 

was divided into 16×16 overlapping blocks and LBP codes 

calculated for those blocks and standard deviation were 

calculated of respective coefficients which were used as 

features. It has successfully detected splicing with 

accuracies 97%, 97.5% and 96.6% over datasets CASIA 

TIDE v1.0 [20], CASIA TIDE v2.0 [20] and Columbia 

dataset [21] respectively. 

 

Whereas, in paper [4] Shinfeng D. Lin et. al., proposed the 

format-based technique that mainly focuses on JPEG 

format-based image and identifies two image forgeries 

namely, copy-move and image splicing forgery. This paper 

analyzed the con-sequences of double compression effect 

in spatial and DCT domain on the digital image, where 

DCT coefficients’ analysis performed on double JPEG 

compressed digital image. However, Zhen Zhang et. al., 

[10] tossed an idea of a mechanism that relied on 

extraction of moment features by employing the MBDCT. 

The MBDCT can reflect the changes occur during splicing 

in the local frequency and MBDCT coefficients can show 

the change of frequency distribution in various ways. 

Although, Abhishek Kashyap et. al., in [8], also performed 

an outline analysis by employing DCT. The Object’s 

outline was analyzed in terms of smoothness and sharpness 

of edged in mentioned method. In the paper [16] Reza 

Moradi Rad et. al., performed DCT on edge block, where 

edge blocks were obtained by applying canny method on 

the digital image. Canny method is an edge detection 

technique that looks for the edges of the object. The main 

motive behind this step was to find objects with abnormal 

boundaries, which were either smooth or sharp edges. 

Whereas, in the paper [19] Varsha Sharma et. al., conferred 

an approach which employ DCT to represent the 

overlapping blocks features. DCT extracted Coefficients 

that were acceptable to illustrate the major intensity 

distribution over the block. The mentioned technique 

recognized the copy-move forgery in the digital image. 

Additionally, it has shown invariance with added gaussian 

noise, JPEG compression along with small amount of 

scaling and rotation. 

 

The DWT is often used method in the copy-move forgery 

detection. DWT generally employed for dimension 

reduction as the size of the digital image reduced at each 

level and it segments the image into four distinct sub-

images that are LL, LH, HL and HH. Mohammad Farukh 

Hashmi et. al., in [14], proposed a method which was 

based on the DWT transform to decompose the digital 

image and obtained the LL sub-image which contains the 

most of the information of an image. In paper [10], the 

DWT has been used to catch transient or local-ized 

changes in spatial and frequency domains to measure the 

statistical differences of the digital image. Although, Preeti 

Yadav in [7], presented an improved algorithm based on 

DWT, which has been worked to detect cloning forgery. In 

[7], DWT has been applied on digital image to divide the 

image into overlapping blocks and Lexicographic sorting 

was per-formed on the blocks so that duplicated blocks 

were identified. As a result of DWT usage, detection was 

firstly performed on lowest level image representation i.e., 

LL part. This proposed method given good accuracy rate of 

detection process along with reduced the time requirement 

for the detection of forgery in an image. In the paper [8], 

Abhishek Kashyap et. al., also worked with the DWT for 

decomposition of an image. Pradyumna Deshpande et. al., 

presented a technique that detected copy-move forgery 

based on DWT in the paper [12] which did not consider 

rotation and scaling of tampered region. 

 

Additionally, many researchers mainly had undertaken a 

keypoint based feature extractor and descriptors such as 
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SIFT, SURF and MIFT that are robust against the rotation 

and scaling. SIFT is also invariant to illumination and 

noise. Mohammad Farukh Hashmi et. al., in [14] and 

Rajeev Rajkumar et. al., in [15] employed SIFT feature 

extractor. Mohammad Fa-rukh Hashmi et. al., applied 

SIFT method only on LL coefficient to extract the useful 

artifact and also generated the descriptor vector of these 

useful artifact and then find similarities among various 

descriptor vectors to detect the forgery in the digital image 

and classify that given image as forged. Whereas, Rajeev 

Rajkumar et. al., in [15] used SIFT for feature extraction 

and implemented a method which dealt with the copy-

move forgery in the digital image and also per-formed 

clustering and matching of keypoint feature which were 

extracted to detect the forgery in the digital image. 

Nevertheless, Kalyani Khuspe et. al., presented in [17] a 

method-ology on Copy-Move digital image forgery 

detection using key point based MIFT features. Which not 

only acquired the attributes of SIFT features, but also it 

was invariable to mirror reflection transformations and 

clustering was performed on the group of images after 

extracting the MIFT features and code-book generated 

using centroid of each cluster and codebook has been used 

for intercommunication between the transmitter and the 

recipient. Moreover, in paper [4] Shinfeng D. Lin et. al., 

the feature has been extracted by using keypoint-based 

SURF descriptors to resist the variation of rotation as well 

as scaling. 

 

Digital image forgery detection technique that relies on the 

analysis of edge information has been proposed by many 

re-searchers which help effectively in both the forgery 

types i.e., cloning and compositing in the digital image. 

Abhishek Kashyap et. al., in [8] and in paper [16] Reza 

Moradi Rad et. al., illustrated a method on the basis of 

edge analysis. In this proposed method single framework 

has been implemented to examine splicing and copy-move 

type of forgery in the digital images. However, in [8] the 

Object’s outline has been analyzed in terms of smoothness 

and sharpness of edged. The proposed method detected 

forged region and localized it. On the contrary, in paper 

[16] presented by Reza Moradi Rad et. al., proposed a 

method which allowed the input digital image to be singly 

compressed or uncompressed. Canny method has been 

used to perform edge analysis and detect the edge block of 

the digital image and then DCT applied on each detected 

edge block to extract the DCT coefficients. This step 

employed to determine objects with abnormal edge 

boundaries that were either smooth or sharp. 

 

However, Yu Fan et. al., proposed a method in [5], which 

was dependent on the inconsistency of the illuminant color 

in the object regions of lightning effect in the composite 

image that can be employed for identification of the digital 

image forgery. It divided a given image into some 

horizontal and vertical bands, and then the illuminant of 

each band has been estimated with the generalized grey-

world algorithms [5]. The limitation of the proposed 

method in [5] was that it required human intervention as an 

annotation for suspicious object to make final decision of 

tampering. Furthermore, S. Devi Mahalakshmi et. al., in 

the paper [6], presented a method that made use of the 

codebook. The set of image features has been used for 

generation of codebook to analyze the geometric 

manipulations that were occurred in image. This technique 

arisen with an image hash based on bag of visual words 

implanted as a signature on the digital image before 

transmission. At the destination end, the forensic hash has 

been inspecting to detect the geometric manipulations that 

employed on the received image. To deal with textured as 

well as contrasted manipulation pat-terns in an image 

encoding has been performed on the spatial distribution of 

image features. It required necessity for a source image to 

detect splicing forgery in the digital image, but it given 

good accuracy rate over copy-move forgery in the digital 

image. 

 

Although, Tae Hee Park et. al., presented an image splicing 

detection mechanism, which dependent on the 

characteristic function moments for the inter-scale co-

occurrence matrix in the wavelet domain by using only 

luminance components of an image in [9]. Whereas, in 

[11] Wei Wang et. al., presented a passive color image 

splicing detection approach based on the analysis of image 

chroma component that analyzed gray level co-occurrence 

matrix (GLCM) of threshold edge images of image 

chroma. In [9], it constituted the co-occurrence matrices by 

employing wavelet difference values in a pair across inter-

scale wavelet sub-bands. It extracted the two-dimensional 

joint density function of high-order characteristic moments 

of generated by the inter-scale co-concurrence matrices in 

order to localized image splicing forgery in the digital 

image. It had shown precision 96.2 % for the Columbia 

image splicing detection evaluation dataset [22]. In the 

paper [11], edge images has been generated by performing 
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subtraction of horizontal, vertical, main and minor 

diagonal pixel values, respectively from current pixel 

values and then employed threshold with a predefined 

threshold value T. Moreover, the estimated GLCMs of 

edge images along the four directions used as key features 

for image splicing detection. It has been seen that features 

of chroma component viz; Cb and Cr were more effective 

over the Y component of image in [11] similar-ly in the 

paper [3] the chroma component Cb and Cr were 

performed more efficiently over the Y component. 

Although, Meera Mary Isaaca et. al., presented the 

detection mechanism for copy-move forgery along with 

splicing forgery in the digital image. In the paper [13], 

Gabor Wavelet Transform (GWT) has been employed on 

the chroma component of the digital input image at 

different scales and orientation. Local Phase Quantization 

(LPQ) values were determined for each of the Gabor 

images using the LPQ operator. The feature descriptor 

generated using LPQ values which are extracted from 

various Gabor sub-bands of an image. 

 

5. COMPARATIVE ANALYSIS 

 

All image forgery detection techniques that have been 

briefly discussed in section 4 were able to perform analysis 

and detection of different types of forgeries in the digital 

image. Forgery in digital image can be analyzed and 

compared based on different properties and features of the 

digital image. Table 1 depicted comparative analysis of 

various techniques of the digital image forgery detection. 

Table 1 performed summarization of various mechanisms 

used for image forgery with their detection domain, 

advantages along with their limitation. 

 

 

Table 1: Comparative analysis of distinct image forgery detection techniques 

S.no  Paper Technique  Detection Domain  Advantage  Limitation 

1 Splicing Image Forgery 

Detection Based on 

DCT and Local Binary 

Pattern [3]  

Local Binary 

Pattern (LBP),  

DCT, SVM  

Image  

Splicing  

97% accuracy with 

chrominance color 

space  

 

Less accuracy in gray 

and color channel  

 

2 Less accuracy in gray 

and color channel  

 

DCT, Speed Up 

Robust Feature 

(SURF)  

 

Spliced Image and 

Copy-move Forgery  

 

Successfully local-

ized multiple forged 

region in the same 

im-age  

Restricted to specific 

image format like 

JPEG  

 

3 Image Splicing 

Detection with Local 

Illumination Estimation 

[5]  

Local Illumina-

tion Estima-tion, 

color  

inconstancy.  

Spliced Image  

 

Effective and robust 

over two datasets 

with good accuracy  

required human  

intervention 

4 A Forensic Method for 

Detecting Image 

Forgery [6]  

 

Code-book, Hash  

 

Spliced image and 

copy-move image 

forgery  

 

Generated less com-

plex Codebook and 

gives good 

performance  

Restricted for identifi-

cation of splicing at-

tack, if the source 

image is not found  

5 Detection of Copy-

Move Forgery of 

Images Using Discrete 

Wavelet Trans-form [7] 

DWT,  

shift vector  

copy-move image 

forgery  

 

lower computational 

complexity and 

detect small size and 

multiple copy-move 

forgery  

---------------------  

 

6 Detection of Digital 

Image Forgery using 

Wavelet Decomposition 

and Outline Analysis 

[8]  

DCT, Wave-let 

decomposi-tion  

 

Spliced Image and 

Copy-move Forgery  

 

Good accuracy  

with 81.50%  

----------------------  
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7 Image splicing 

detection based on 

inter-scale 2D joint 

characteristic function  

moments in wavelet do-

main [9]  

DWT, PCA, SVM  

 

Splicing forgery 

detection based on 

inter-scale 2D joint 

characteris-tic 

function  

 

Attains accuracy 

96.2 % for the 

Columbia image 

splicing detection 

eval-uation dataset.  

 

Less accuracy attained 

with color image 

while it gives better 

accuracy with gray 

image.  

 

8 An Effective Algorithm 

of Image Splicing 

Detection [10]  

 

Multi-size Block 

Discrete Cosine 

Trans-form   

(MBDCT), SVM  

Image quali-ty 

metrics (IQMs)  

 

Spliced Image  

 

Attains highest 

accuracy rate 

89.16%  

 

Need of 80% training 

for higher accuracy  

 

9 Effective Image 

Splicing Detection 

Based on Image 

Chroma [11]  

 

Gray level  

co-occurrence  

matrix (GLCM),  

SVM  

Gray level  

co-occurrence  

matrix used for 

splicing de-tection  

best accuracy 

against the 

Columbia Image 

Dataset i.e. 96.2%.  

 

----------------  

 

10 Pixel Based Digital 

Image Forgery 

Detection Tech-niques 

[12]  

 

DWT,  

 

Pixel level Copy-

move For-gery 

detection  

 

Consider angle 

rotation which 

shows good effi-

ciency.  

 

considers only 90, 

180, 270 angle rota-

tions.  

 

11 Fast, automatic and 

fine-grained tampered 

JPEG image detection 

via Dis-crete Cosine 

Transform coefficient 

analysis [19]  

 

Discrete co-sine  

transform  

coefficients  

Double quantiza-

tion effects hid-den 

among his-tograms 

of DCT coefficients  

 

Insensitive to the  

forgery  

Limitation to Image  

Format  

 

6. CONCLUSION 

 

Recently many digital image forgery detection approach 

have been proposed. An overview performed on the image 

forgery detection techniques, this may benefit researchers 

or research scholars to discover new innovative ideas and 

provide new answer to the difficulties in the field of 

passive forgery detection approach. This paper gives a 

concise overview of the digital image forgery detection and 

it also described the cate-gorization of approaches for 

digital image forgery detection into active approaches and 

passive approaches. In this paper study of the different 

types of the digital image forgery has been performed as it 

has become the prime necessity to make trust in all images 

and photographs as it has originated as a challenging issue 

to establish authenticity of an image. This paper discussed 

the terse idea of the general flow of Image forgery 

detection in the digital image. It also discussed on the 

various proposed techniques for the forgery detection in 

the digital image that assist us to detect and analyze 

forgeries. This paper also accommodates with the 

comparative study of work done by researchers on 

different types of forgery in the digital image and different 

proposed techniques based on dif-ferent digital image 

features with its advantages and disad-vantages. An effort 

has been made to encourage various tech-niques that 

represent rational enhancements in the digital im-age 

forgery detection techniques to resolve the challenges en-

countered. This also discovered that the blind approach for 

forgery detection method should be robust against the pre-

processing issues like rotation and scaling. It should be less 

complex but at the same time it should not compromise 

with the detection accuracy. 
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Abstract:-- Power quality problems play a vital role in power system network. One of the important loads in the network is the 

Electric Arc Furnace (EAF) which is used in Steel Producing plants along with electrical drives and welding machines. Non-linear 

characteristics of EAF are the major source of power quality issues that include reactive power consumption, harmonic production 

and system unbalance. This leads to voltage flickers and fluctuations. Static VAr compensator (SVC) is one of the effective FACTS 

devices to overcome these power quality problems. In this paper, Operating principle and control strategy of TCR-FC are 

described briefly. Thyristor Controlled Reactor - Fixed Capacitor (TCR-FC) type of SVC is used in proposed work for reactive 

power compensation and harmonic mitigation. The SVC model is simulated in MATLAB software and results are observed. 

 

Index Terms:  Power Quality, Harmonic, Reactive power, EAF, SVC, TCR-FC, Passive filters 

 
I. INTRODUCTION 

 

Nowadays, power quality issues are more important in 

power system. Power quality is defined as a steady supply 

of voltage within prescribed range, steady ac frequency 

near rated value and smooth waveform. However, with 

increased load demand, power electronic equipments and 

automation in industrial processes create disturbance in the 

ideal power quality issues [1, 2]. These disturbances 

include 

a. Voltage variation: Over voltages, under voltage,     

sag, swell, flicker, dips, reactive power 

b. Frequency: over frequency, under frequency 

c. Waveform: harmonic, transient, oscillation, notching  

The various dynamic loads such as electric drives, arc 

furnaces, rolling mills and spot welding machines absorb 

heavy reactive power for their operation. These loads are 

major source of power quality problems in terms of 

harmonic, large reactive power, voltage flicker and 

fluctuation [3, 4]. Therefore System losses and system cost 

increases. For improving the industrial power supply 

quality some useful standards are developed by IEEE [5-

7]. To meet these standards and overcome power quality 

problems various types of devices are used such as 

synchronous condenser, fixed reactor or fixed capacitor, 

FACTS devices [8, 9], active and passive filters [10].  

 

  Proposed work is carried out in steel industry. 

Steel plants production is based on Electrical Arc Furnace 

(EAF) for smelting and refining of scrap material. EAF is a  

 

 

nonlinear and time varying load. It demands large 

fluctuating reactive power. Therefore EAF is responsible 

for producing power quality problems in form of 

harmonics, poor power factor, voltage sag and swell, and 

flickers and fluctuations [11, 12]. To remove these power 

quality problems SVC plays a vital role over other devices 

due to it produced required reactive power [13-15]. Fixed 

Capacitor-Thyristor Controlled Reactor (FC-TCR) type 

SVC is considered in proposed work to mitigate harmonics 

and reactive power compensation. 

 

 In this paper, Impact of SVC on power Quality 

phenomenon (harmonics, reactive power, and voltage 

fluctuation) which is produced by steel plant is studied. 

Section II introduces proposed a scheme, SVC, and 

nonlinear load (furnace) operation.  The basic principle of 

operation of TCR-FC type SVC is explained briefly in 

section III. Control strategy for firing angle variation is 

described in section IV. Section V carries out simulation 

results to demonstrate the effectiveness of SVC.  

 

II. PROPOSED METHODOLOGY 

 

The block diagram of proposed scheme for reactive power 

compensation and harmonic elimination is shown in Fig 1. 

It consists of power source, non-linear load for 

representing EAF, Static VAr compensation (SVC) and 

firing delay angle controller to control reactive power 

output of SVC. Combination of TCR and FC is used for 

rapidly controlling of reactive power and harmonic 

mitigation []. 
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Fig.1. Block diagram of proposed scheme 

   

A. SVC (Static VAr Compensator) 

To improve power system quality and stability various 

types of FACTS devices are used [8]. These are series 

controller and shunt controller. SVC is one of the shunt 

controller FACTs devices which are able to provide 

controlled and variable reactive power leading, lagging or 

combination of both. SVC‟s are used to control dynamic 

and steady state system voltages, improve transient 

stability, correct power factor, reduce voltage flicker and 

fluctuation at industrial arc furnaces, damping oscillation, 

and reduce sub synchronous resonances[16]. SVC consists 

of following main parts and their combination Fig 2:  

i. Thyristor controlled Reactor (TCR) which is generally 

operated with fixed capacitor (TCR-FC). 

ii. Thyristor switched reactor (TSR) 

iii. Thyristor switched capacitor (TSC) 

iv. Combination of TCR and TSC (TCR-TSC) 

 
Fig.2. Different types of SVC 

 

TSR and TCR both are shunt connected thyristor 

controlled reactors. Output of TSR is controlled in 

stepwise manner that is „completely on‟ or „completely 

off‟, whereas output of TCR is controlled by controlling 

firing angle. TSC operates similar as TSR, but capacitor is 

present instead of reactor. The reactance of TSC is varied 

by thyristor switch that is either fully connected or fully 

disconnected. With different combinations of these 

components, SVC fulfills variable reactive power 

requirement.  

B. Nonlinear load (EAF)  

Many power quality problems are produced because of 

industrial nonlinear loads. Due to varying impedance, 

current drawn by these loads is non sinusoidal.  EAF is an 

unbalanced, nonlinear and time varying load [11]. Many 

factors are involved in the furnace operation such as 

electrode position, electrode arm control scheme, supply 

voltage, operating reactance and the materials used for 

smelting and refining [12]. EAF operation is divided into 

three distinct steps; striking (boring), melting, and refining. 

During the striking stage, the electrode is lowered with the 

help of hydraulic actuator system to maintain the stable 

arc. Then at melting stage a maximum no of buckets of 

scrap material are added into the furnace. The pieces of 

steel create momentary short circuits at secondary side of 

the furnace transformer. Therefore arc characterizes are 

changed and causes fluctuation in current [17, 18]. The 

refining period is further divided in several stages. During 

the refining stage, a long arc is produced. The arc currents 

are more uniform during the refining period hence, less 

impact on the power quality problems. This Arc current is 

also responsible to create harmonic problem. Dynamic V-I 

characteristics of arc furnace is illustrate in Fig 3.   

 
Fig.3. Dynamic V-I characteristic of arc furnace 

  

Single line diagram of proposed work is represented in Fig. 

4. The model consists of the variable-resistance and 

variable-inductance combination and representing the time 

variation at the fundamental frequency component and 

current source in parallel with the EAF to inject the 

harmonics and the inter harmonics of the EAF current [19-

20]. Shunt connected SVC is used to improve power 

quality of EAF [21]. 

 
Fig.4. Single line diagram of proposed work 
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III. THEROTICAL BACKGROUND OF (TCR-FC) 

 

TCR-FC type SVC is used in proposed work for reactive 

power compensation and harmonic mitigation. 

  

A. Principle of Operation of TCR-FC- 

The TCR-FC type var compensator generator consists of a 

variable reactor (controlled by delay angle α) and a fixed 

capacitor as shown in Fig. 5. The reactor current can be 

controlled from maximum value to zero by changing the 

firing angle delay [22]. The range of firing angle „α‟ of 

TCR extends from 90o to 1800. When thyaristor is 

completely closed (α= 90o) current reaches the highest 

value in the reactor and when α = 1800, thyristor valve is 

switched off completely and the current reaches the lowest 

value. A basic TCR consist of an anti-parallel connected 

pair of thyristor valves in series with reactor. The TCR acts 

like a variable susceptance [23]. Variations in the firing 

angle, alpha changes the susceptance and consequently, the 

fundamental current component which is shown by 

equation (1), 

        
 

 
∫       

  

 
 

 

  
             )                  (1) 

  

 
Fig.5. TCR-FC type SVC 

 

Then Fundamental reactor current is carried out from 

above equation, 

         
 

  
(   

   

 
α  

 

 
    α )                     (2) 

 

susceptance of TCR, 

 

        
 

  
(   

   

 
α 

 

 
    α )                      (3)  

  

IV. CONTROL SCHEME 

 

 SVC can generate required reactive power by varying 

firing pulse of TCR [24], [25]. Therefore this control 

system is used to generate appropriate firing pulses as well 

as fast and dynamic control operation of reactive power 

compensation. Fig.6. shows control system for SVC.  This 

system is divided into four parts.  

   

i) Voltage measurement  

Voltage measurement measures the positive-sequence 

primary voltage. This unit is driven by a Phase-locked loop 

(PLL) is used to continuously changing frequencies and 

phases according with measured input signal. Basically 

PLL consists of variable frequency oscillator and phase 

detector. 

 

ii) Voltage regulation  

Voltage Regulator uses a PI regulator to regulate primary 

voltage at the reference voltage. A voltage droop is 

incorporated in the voltage regulation to obtain a V-I 

characteristic with a slope. Operating point of SVC 

changes from fully inductive to capacitive value with 

system voltage. 

 

iii) Distribution system 

Distribution Unit uses the primary susceptance Bsvc 

computed by the voltage regulator to determine the firing 

angle α of TCR. The firing angle α as a function of the 

SVC susceptance Bsvc is implemented by a look-up table 

from the equation (3) 

 

iv) Synchronous and Firing unit 

Firing unit gives firing pulse to each phase of TCR. This is 

accomplished by the firing pulse generator circuit which 

produces the necessary gate pulse for the thyristors to 

provide the reactive current. This unit consists of PLL for 

synchronize gate pulse with peak value of system voltage  

 
Fig.6. Control scheme for TCR-FC 

  

V. RESULTS AND DISCUSSION 

  

For designing, analysis and modeling of SVC measurement 

are done at EAF. According to these measurements data 

calculate the design parameters and analyze the 

effectiveness of SVC [26]. 

Measurement carried out at EAF 

 Connected Load - 1555 KW 

 Actual load – 1220 KW 
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1. Harmonic measurement at R phase 

 
 

2. Harmonic measurement at Y phase 

 
 

3.Harmonic measurement at B phase 

 
Fig.7. Power analyzer’s readings 

 

For power quality analysis required data is available from 

above power analyzer‟s screenshots as described in Fig.7. 

Table 1 represents summary of harmonics present at 

furnace. By analyzing all data 5th and 7th order of 

harmonic is dominating. This order of harmonic is reduced 

by connecting passive filter which is tuned at particular 

frequency. 

 

Table 1.Summary of harmonics present at furnace 

Parameters Current Harmonics (%) 

At Furnace 

Phase R 

phase 

Y 

phase 

B 

phase 

I-THD 27.6 27.7 28.5 

3rd 

harmonic 

- - - 

5th 

harmonic 

23.7 27.7 24.6 

7th 

harmonic 

12.3 12.0 12.7 

9th 

harmonic 

- - - 

11th 

harmonic 

4.9 4.7 4.2 

13th 

harmonic 

3.2 3.8 3.5 

 

 

B. Designing of FC-TCR 

1. Fixed capacitor 

Total reactive power requirement - Q MVAR 

Source voltage -V  

Dominating harmonics - 5
th

, 7
th

  

               ⁄                                             (4) 

Then  

At resonance frequency XL2 = Xc2 

XL1 * h = XC1 / h,   XL1 = XC1 / (h)
2 

Then,  

X1 = XC1 - XL1 = XC1 - XC1 / (h)
 2 

= ((h) 
2
 - 1) XC1 / (h) 

2 

From XC1 and XL1, we can find value of c and L 

 XC1 = 1/ (2   f C), XL1 = (2   f L) 

 

2.  TCR 

By controlling firing angle, current through TCR changes 

as equation (5). Therefore, reactive power of TCR changed 

[26]. Value of inductor is depends on reactive power and to 

control overvoltage in system value. 

 

B. Simulation result 

1.Harmonics mitigation  

MATLAB/simulink model is developed for 5th and 7th 

order of harmonics mitigation.  Fig. 8 shows the voltage 

and current waveform. This is the disturb waveform 

containing 5th and 7th order dominating harmonics.  
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Fig.8. Voltage and Current waveform (Without filter) 

  

After connecting passive filter tuned with resonant 

frequency pure sinusoidal waveform is achieve. It is 

illustrate in Fig.9. 

 

 
Fig.9. Voltage and current (with filter) 

 

Total harmonic distortion of current are also shown Fig.10 

by using FFT analysis. Before connection of passive filter 

THD of current waveform is 28.47% and after connecting 

filter THD is reduced to 0.03%.   

 
(a) 

 
(b) 

Fig.10. FFT Analysis (a) with filter (b) without filter 

  

2. Reactive power compensation with SVC 

Model of SVC is developed in MATLAB / simulink for 

observing dynamic response of TCR with system voltage. 

Fig. 8 shows variation of firing angle alpha and suseptance 

(Bsvc) according per unit value of system voltage. At t = 

0.2 s heavy inductive load is disconnected from the system 

and voltage is start to increases as illustrate in Fig. 11. 

 
(a) 

  

 
(b) 

Fig.11. without SVC (a) voltage (b) reactive power 

 

If the SVC is connected into system then it is absorbed the 

increasing reactive power and voltage fluctuation is 

reduced as shown in Fig.12.  
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(a) 

  

 
(b) 

 

Fig.12. with SVC (a) voltage (b) reactive power 

  

When per unit voltage is start to increases TCR is fired and 

reactive power is absorbed. TCR pulses are shifted by 

changing firing angle and therefore current in TCR also 

changes. TCR is responsible to reduce voltage fluctuation 

as shown in Fig.13.  

  

 
Fig.13. TCR current and voltage 

        

As the simulation results showed, it is clear that the 

proposed SVC model and its control system able to 

provide required reactive power and mitigate harmonics 

from system. 

 

CONCLUSION 

   

SVC successfully compensates the dynamical variation in 

reactive power. The variation of reactive power by varying 

firing angle is studied with the help of control scheme of 

SVC. The range of reactive power control can be increased 

by using the combination of thyristor-controlled reactor 

and fixed capacitor system. It is also observed that 

harmonics can be effectively mitigated by a specifically 

tuned passive filter. Therefore SVC with passive filter 

improves power quality of steel plant. 
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Abstract:-- Due to the lack of automated scrutinizing, poor visibility, situational alertness and mechanical switches, today's electric 

power grid is getting older and unsuitable for twenty-first century’s increasing demand for electricity. Besides, the global climate 

change and the greenhouse gas emissions on the Earth caused by the electricity industries, the growing population, one-way 

communication, equipment failures, energy storage problems, the capacity limitations of electricity generation, decrease in fossil 

fuels, and resilience problems put more stress on the existing power grid. Consequently, the smart grid (SG) has emerged to 

address these challenges. To realize the SG, an advanced metering infrastructure (AMI) based on smart meters is the most 

important key. A smart grid is an intelligent electricity grid that analyzes the distribution and consumption of electricity, which 

can be used to optimize the generation, distribution, and consumption of electricity. 

 

Index Terms:  advanced metering infrastructure, communications, security, smart grid, smart meters. 

 
I. INTRODUCTION 

 

  AMI (Advanced Metering Infrastructure) is the collective 

term to describe the whole infrastructure from Smart Meter 

to two way-communication network to control center 

equipment and all the applications that enable the gathering 

and transfer of energy usage information in near real-time. 

Two-way communication with the customers has been 

possible by the usage of AMI, which is the backbone of 

smart grid. The objectives of AMI can be remote meter 

reading for error free data, network problem identification, 

load profiling, energy audit and partial load curtailment in 

place of load shedding [1]. Thus, besides enabling a more 

accurate fine-grained power data from the consumers for 

grid operations, many new applications can also use this 

Advanced Metering Infrastructure (AMI). For instance in 

Outage Management System (OMS) application [5], SMs 

can collect and send the real-time outage information when 

outage occurs. SMs can also send on-demand verification 

after outage restoration information based on the utility 

company’s request. 

 

While many approaches exist for the performance 

improvement of IEEE 802.11s-based SG AMI 

communications networks, none of these approaches 

considered the impact of the gateway location on the 

performance of data collection. Different gateway 

locations will affect the routing paths from SMs and thus 

the performance of IEEE 802.11s-based SG AMI 

communications network under different gateway 

placement locations needs to be investigated before it can 

be deployed, particularly when the peak load traffic occurs.  

 

This may happen when all SMs send their data 

simultaneously or when outage occurs in large area due to 

the bad weather and many SMs send their outage reports to 

the utility company in real time. Here the gateway 

placement in a NAN by exploiting the combinatorial 

optimization for network facility location problems [1].  

As compared with the conventional energy meter, Smart 

meter is an advanced energy meter that supports two‐way 

communications. Hence, it can measure the energy 

consumption data of a consumer and then transmits added 

information to the utility companies and energy storage 

devices, and bill the customer accordingly [11]. Usually, 

smart meters can read the real time energy consumption 

information of customers, such as value of voltage and 

meter id then this information is securely transmitted to 

control centers. By using bidirectional communication of 

data, smart meters can collect information regarding the 

electricity consumption values of customer premises. The 

different parameters such as the unique meter identifier and 

the unit of electricity consumption are combined together 

and stored by smart meter. The usage of the energy can be 

monitored on the basis of the data collected by smart 

meters. Smart meters can be programmed such that, only 

power consumed from the utility grid is billed whereas the 

power consumed from the distributed generation sources or 

storage devices owned by the customers is not billed [11]. 

A smart meter system includes various control devices and 

microcontroller to identify parameters in SG and then the 

collected data is transmitted to the control center via GSM 

device in smart meter. The utility companies gets an 

advantage to manage electricity demand/response more 

efficiently from the collected electricity consumption data 
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from all devices of customers on a regular basis and it also 

helps the utility companies to provide useful information to 

the customers about the variations in the electricity usage 

in their residence. Hence, smart meters would play an 

extremely important role in monitoring the performance 

and the energy usage characteristics of the load on the 

electricity distribution grid in the future [9]. 

Typically, smart meters implement two major functions, 

which are communication and measurement [11]. Hence, 

each meter is equipped with two subsystems as 

communication and metrology, respectively. Smart meters 

should have four basic functionalities, which include the 

following: 

Security communication: The meters have ability 

receiving operational commands and sending stored data as 

well as upgrades for its firmware trustworthily. 

Power management: Smart meters have to help the system 

to properly maintain its functionality when the primary 

source of energy is lost. 

Display: Smart meters will send and display information 

usage of electricity energy to customers for billing in real-

time. Besides, the information of real time consumption 

displayed on smart meters helps customers to manage their 

demand efficiently. 

Synchronization: Typically, smart meters transmit data of 

customers to the collector systems or central hubs for 

billing and data analysis. Hence, timing synchronization is 

very important for reliable transmission of data. 

 
 

Figure 1. Architectural model of conventional energy 

meter and smart meter [11]. 

 

II. LITERATURE REVIEW 

 

NicoSaputro,[1] In this paper, we proposed three novel 

data collection mechanisms to set the periodic reporting 

time of each smart meter to improve TCP performance in 

IEEE 802.11s-based wireless mesh AMI networks. In this 

paper, solve the problem of data collection in IEEE 

802.11s-based SG AMI networks in terms of scheduling 

and gateway placement also. 

NicoSaputro[2], the author proposes a packet reassembly 

mechanism for TCP. We evaluated the effectiveness of our 

proposed mechanism using both PHE and FHE-based 

aggregation approaches in AMI in terms throughput and 

end-to-end delay on a 802.11s-based wireless mesh 

network by using the ns-3 network simulator. 

 

K. Akkaya, [3] focus on the routing issues in the SG 

communications infrastructure which consists of different 

network components, such as Home Area Networks 

(HANs), Neighborhood Area Networks (NANs) and Wide 

Area Networks (WANs). We also identify the future 

research issues that are yet to be addressed with respect to 

the applications and network components. 

 

V. Gungor, [4] in this paper overviews the issues related to 

the smart grid architecture from the perspective of potential 

applications and the communications requirements needed 

for ensuring performance, flexible operation, reliability and 

economics. 

 

Hamid Gharavi, [5] In this paper, the author present a 

multi-gate mesh network architecture that has been 

developed to ensure high performance and reliability under 

emergency conditions when a system expects to receive 

power outage notifications and exchanges. In order to 

handle the metering traffic, under time varying outage 

conditions we introduce a multi-gate and single-class back-

pressure based scheduling algorithm, which takes into 

account both the hop count, as well as the queue length of 

each mesh node. 

 

Athar Ali Khan, [6] it overcome issues like rising energy 

demand, aging infrastructure, emerging renewable energy 

sources, as well as reliability and security, the Smart Grid 

(SG) paradigm has been introduced with a variety of state-

of-the-art enabling information technologies .These 

technologies cover the areas of embedded sensing, 

broadband wireless communication, pervasive computing, 

adaptive control, as well as automated and intelligent S. 

Shao, [7] in this paper solve the large density of meter data 

collection  problems of a traffic scheduling mechanism 

based on interference avoidance for meter data collection 

in Meter Data Collection Building Area Network 

(MDCBAN).the traffic scheduling algorithm is presented 

on the basis of interference avoidance schemes. 

 

Nithin.S, [8] in this paper studied a smart grid test bed 

based on GSM technology which is capable of load 

management, fault detection and self-healing. Which 

worked efficiently in single phase. This work could be 

extended into the smart meter can be easily modified into a 

smart Energy meter. The system is designed in such way 

that any other wireless technology like ZigBee or 

Bluetooth could be interfaced for future implementation. 

V. Cagri Gungor,[9] A sophisticated, reliable and fast 

communication infrastructure is, in fact, necessary for the 

connection among the huge amount of distributed 

elements, such as generators, substations, energy storage 
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systems and users, enabling a real time exchange of data 

and information necessary for the management of the 

system and for ensuring improvements in terms of 

efficiency, reliability, flexibility and investment return for 

all those involved in a smart grid producers, operators and 

customers. 

 

BassamAoun. [10]In this paper, address the problem of 

gateways placement, consisting in placing a minimum 

number of gateways such that quality-of-service (QoS) 

requirements are satisfied. 

 

Trong Nghia Le [11] In this paper, derived the Security 

standards and address the problem network based threats  

 

III. PROPOSED SYSTEM 

 

A.  AMI System  

Smart Meter for consumers/ system shall be provided 

based on GPRS/3G/4G communication technology or 

combination of these technologies as per the site 

requirement and to ensure the performance level given in 

this document[4]. The smart meter data Access point and 

transported to HES through WAN while the data from 

smart meters using GPRS/3G/4G technologies shall be 

transported directly to HES through WAN. The control 

shall be responsible for proper data exchange among Smart 

meter, DCU, MDM, HES(Head end System) and other 

operational/requisite software as part of fully functional 

AMI system. 

AIA may design appropriate architecture for providing 

end-to-end metering reporting solution. AIA is free to 

decide upon the best solution out of all the available 

options. The communication provider may adopt 

GPRS/3G/4G communication technology or RF based 

canopy system or a combination of these technologies as 

per the site requirement adopting best available technology 

in the proposed area of implementation[7][6]. 

 

The following core modules of AMI system shall be 

provided: 

a. Smart Meters 

b. Communication infrastructure 

c. Meter Data Management System (MDM) 

d. Web application with updated on-line data of consumers 

etc. 

e. Mobile app: A mobile app through which consumer shall 

be able to log in through android/Window based mobile 

app to see information related to his/her energy 

consumption. App shall also provide platform for 

implementation of peak load management functionality by 

providing existing tariff & incentives rates, participation 

options etc. This mobile app shall be part of complete 

system and therefore no additional cost shall be payable for 

upgradation / maintenance separately. 

 

 
Fig. 2. Operational Procedure of Smart Grid AMI 

network 

 

B. Functions of AMI 

The AMI system shall help utility to manage their resource 

and business process efficiently. AMI system shall support 

the following minimum functionalities: 

a. Remote Meter data reading at configurable 

intervals(push/pull) 

b. Time of day (TOD)/TOU metering 

c. bill paid functionality 

d. Net Metering/Billing 

e. Notification and reporting 

f. Remote firmware upgrade 

g. Integration with other existing systems like Billing & 

collection software, consumer indexing, new connections 

& disconnection. 

h. Security features to prevent unauthorized access to the 

AMI including Smart meter & meter data etc. and to 

ensure authentication of all AMI elements by third party. 

 

 
 

Fig 3: Data flow diagram of mobile application module 

 

C. Smart Meters 

The Smart meter installation shall be as per the rules and 

regulations and practices of Utility.After meter installation, 
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customer identification no., meter ID, its hardware & 

software configuration, name plate details, make shall be 

updated in control server. The information would also be 

updated on the portal/app for providing information to 

consumers.  

 
Fig 4: workflow of a smart meter 

 

D. Communication infrastructure 

The communication infrastructure should either be based 

on cellular network. The communication network shall be 

based on suitable standards from for NAN or WAN 

network. Communication network shall provide reliable 

medium for two-way communication between various 

nodes (smart meter) & HES. RF based network should use 

license free frequency band available in India. 

 

IV. NETWORK SECURITY 

 

The Network shall have adequate cyber security measures 

not limited to the measures as described below. The 

network security would be extended to all the interfaces 

also. 

a. Secure Access Controls: The system shall include 

mechanisms for defining and controlling user access to the 

operating system environment and applications. Best 

practices from enterprise security including password 

strength, password aging, password history, reuse 

prevention etc. must be followed for access control. 

b. Authorization Controls: A least-privilege concept such 

that users are only allowed to use or access functions for 

which they have been given authorization shall be 

available. 

c. Logging: Logs must be maintained for all attempts to 

log on (both successful and unsuccessful), any privilege 

change requests (both successful and unsuccessful), user 

actions affecting security (such as password changes), 

attempts to perform actions not authorized by the 

authorization controls, all configuration changes etc. 

Additionally, the access to such logs must be controlled in 

accordance to the least-privilege concept mentioned above, 

so that entries may not be deleted, accidentally or 

maliciously. 

d. Hardening: All unnecessary packages must be 

removed and/or disabled from the system. Additionally, all 

unused operating system services and unused networking 

ports must be disabled or blocked. Only secure 

maintenance access shall be permitted and all known 

insecure protocols shall be disabled. 

e. Malicious Software Prevention: Implementation of anti-

virus software and other malicious software prevention 

tools shall be supported for all applications, servers, 

databases etc. 

f. Network Security: The network architecture of the HES 

must be secure with support for firewalls and encryption. 

The system shall also allow host-based firewalls to be 

configured, as an additional layer of security if the network 

firewall were to fail. 

 

V.  CONCLUSION 

 

AMI based on smart meters in SG has been identified, and 

their state-of-the-art research activities were reviewed. In 

addition, the issues on security of AMI in SG have also 

been discussed. Future SG should comprise intelligent 

monitoring systems to keep a track of all electricity flows 

and a huge amount of collected data from smart devices as 

well. Hence, it must be flexible and resilient to 

accommodate new requirements in an economical manner. 

To achieve these goals, communications in AMI based on 

GSM will certainly play an important role for 

infrastructures of the SG. Typically, a bad data detection 

system is used to ensure the integrity of state estimation 

and to filter faulty measurements introduced by device 

malfunctions or malicious attacks. Moreover, accurate state 

estimation methods need to propose in the future to detect 

blind false data injection attacks because accurate state 

estimation is of paramount importance to maintain normal 

operations of AMI.                                            
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Abstract:-- Electric vehicles are becoming increasingly important as not only do they reduce noise and pollution, but also they can 

be used to reduce the dependence of transport on oil-providing that the power is generated from fuels other than oil. Electric 

vehicles (EV) can also be used to reduce carbon emissions. Production of zero release of carbon dioxide requires that the energy for 

EV is produced from non-fossil-fuel sources. Therefore the alternate propulsion technologies have been increasingly pursued by 

the automobile industries and this has led to the increased development rate of the Hybrid Electric Vehicle (HEV) or Battery 

Electric Vehicles (BEV) technology in the past two decades. In this paper conventional and isolated dc-dc converter is proposed. 

Isolated dc-dc converter is used for an energy charging device. This dc-dc converter consists of two H-bridges which are located in 

primary side and secondary side of the isolation transformer. Transformer is used to isolate the input and output of dc-dc 

converter. At the same time transformer step-up and step-down the voltage level. Sinusoidal-Pulse-Width-Modulation (SPWM) 

technique is used for triggering the switches. An equivalent proposed model is simulated and verified through MATLAB/Simulink 

 

Index Terms:  DC-DC Converter, Electric Vehicle, SiC MOSFET, Transformer, Li-ion Battery. 

 
I. INTRODUCTION 

 

As modern culture and technology continue to develop, the 

growing presence of global working and irreversible 

climate change draws increasing amounts of concern from 

the world’s population. Countries around the world are 

working to drastically reduce CO2 emissions as well as 

other harmful environmental pollutants. Cars and trucks 

are responsible for almost 25% of CO2 emission and other 

major transportation methods account for another 12%. 

DC-DC converters are used in battery charging and 

discharging system not only to manage the battery 

charging and discharging current, but also to regulate the 

discharger’s output voltage level to a desired value while 

the excess energy is stored back to the battery [1]–[3]. 

 
 

Fig. 1.  Isolated DC-DC Converter 

 

 

Fig. 1 shows the isolated dc-dc converter. Basically there 

are two parts of the isolated dc-dc converter. One is high 

power side and another is low power side. Transformer is 

used to transform power from low power to high power 

side and vice versa. Transformer also provides the isolation 

between the two converters. In buck operation, receiving 

end voltage become lower than the sending end voltage 

and in boost operation, receiving end voltage become 

higher than sending end voltage. 

 

 
 

Fig. 2(a)  Battery discharging mode 
  

 
Fig. 2(b) Battery charging mode 

 

Fig. 2(a) shows the block diagram of battery discharging 

mode and Fig. 2(b) shows the block diagram of battery 

charging mode [4]–[5]. 
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This paper is organized as follows. In Section II, the 

introduction of Electric Vehicle is presented. Section III 

described the proposed model of the whole system. Section 

IV shows the simulation results of buck converter, boost 

converter, buck-boost converter and isolated dc-dc 

converter. 

 

II. ELECTRIC VEHICLE 

 

Due to the increasingly severe environmental problems 

around the world, exploitation of clean and renewable 

energy has been a crucial topic. As indispensable 

transportation in modern society, vehicles are common but 

also one of the main sources of pollutants. Because of their 

increasing in demand, it is almost impossible to decrease 

the volume of vehicles. One of the solution is that to 

minimize the emissions in the electric vehicle. Overall, the 

electric vehicle is more energy efficient, environmentally 

friendly and cleaner than the vehicle that relies on fossil 

fuels. By popularizing the electric vehicle, both 

environmental and economic costs of vehicles can be 

significantly reduced. Therefore, the electric vehicle has 

attracted the attention of academia as well as industries in 

the recent decades [6]–[8]. 

 

 

III. DESCRIPTION OF PROPOSED MODEL 

 

Buck, boost and buck-boost converters are used in non-

isolated as well as in an isolated dc-dc converter. An 

isolated dc-dc converter consists of converter1 (H-bridge 

inverter) and converter2 (full bridge rectifier). 

 

A. Buck Converter 

 In a buck converter, the average output voltage Va, is less 

than the input voltage, Vs—hence the name ―buck,‖ a very 

popular converter. The circuit diagram of a buck converter 

using a power MOSFET is shown in Fig. 3(a) and this is 

like a step down converter. 

 

 
Fig. 3(a)  Circuit diagram of buck converter 

 
Fig. 3(b) Equivalent circuit of modes of operation 

 

The circuit operation can be divided into two modes. Mode 

1 begins when switch S1 is switched on at t = 0. The input 

current which rises flows through filter inductor L, filter 

capacitor C and load resistor R. Mode 2 begins when 

switch S1 is switched off at t =t1. The freewheeling diode 

Dm conducts due to energy stored in the inductor and the 

inductor current continues to flow through L, C, load and 

diode Dm. The inductor current falls until switch S1 is 

switched on again in the next cycle. The equivalent circuits 

for the modes of operation are shown in Fig. 3(b) [9]. 

 

B. Boost Converter 

In a boost converter, the output voltage is greater than the 

input voltage—hence the name ―boost.‖ A boost converter 

using a power MOSFET is shown in Fig. 4(a). 

 
Fig. 4(a) Circuit diagram of boost converter 

 

 
Fig. 4(b) Equivalent circuit of modes of operation 

 

The circuit operation can be divided into two modes. Mode 

1 begins when switch S1 is switched on at t = 0. The input 

current which rises flows through inductor L and switch 

S1. Mode 2 begins when switch S1 is switched off at t = t1. 

The current that was flowing through the switch would 

now flow through L, C, load and diode Dm. The inductor 

current falls until switch S1 is turned on again in the next 

cycle. The energy stored in inductor L is transferred to the 

load. The equivalent circuit for the modes of operation are 

shown in Fig. 4(b) [9]. 

 

C. Buck-Boost Converter 

A buck-boost converter provides an output voltage that 

may be less than or greater than the input voltage—hence 
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the name ―buck-boost‖, the output voltage polarity is 

opposite to that of the input voltage. This converter is also 

known as an inverting converter. The circuit arrangement 

of a buck-boost converter is shown in Fig. 5(a). The circuit 

operation can be divided into two modes. During mode1, 

switch S1 is turned on and diode Dm is reversed biased. 

The input current which rises flows through inductor L and 

switch S1. During mode 2, switch S1 is switched off and 

the current which was flowing through inductor L would 

flow through L, C, Dm and the load. 

 

 
Fig. 5(a)  Circuit diagram of buck-boost converter 

  

 
Fig. 5(b)  Equivalent circuit of modes of operation 

 

 device or circuit that converts AC into DC is called 

―Rectifier‖. It is also referred as AC-DC Converter. The 

devices which allow current in one direction only can be 

used as rectifiers. The circuit arrangement of a single-

phase full converter is shown in Fig. 7, with a highly 

inductive load so that the load current is continuous and 

ripple free. energy stored in inductor L fed to the load and 

the inductor current would fall until switch S1 is switched 

on again in the next cycle. The equivalent circuits for the 

modes are shown in Fig. 5(b) [9]. 

  

D. Converter1 (H-Bridge Inverter) 
An inverter is a DC to AC converter used to convert a DC 

input voltage into a symmetrical AC output voltage of 

desired magnitude and frequency. 

 
Fig. 6. Full-bridge inverter 

 

The wave shape of output voltage are square, quasi-square 

or distorted sinusoidal. Inverters used in low and medium 

power applications normally give square or quasi-square 

wave output which is acceptable. However, in high-power 

applications sinusoidal waveform is required, so inverters 

are carefully designed to give sinusoidal output with low 

distortion. Inverters are widely used in industrial and 

household applications. Fig. 6 shows the full-bridge 

inverter [9]. 

 

E. Converter2 (Full Bridge Rectifier) 

AC supply is used in most of the applications worldwide. 

However, in many applications, DC supply is preferred due 

to certain advantages. Some of these applications include 

Battery charging, DC motor drives in paper mills, textile 

mills, steel-rolling mills etc. Rectification is the process of 

removing alternations (in magnitude or direction). Thus 

AC is converted into DC, when alternations in it are 

removed. A 

 
Fig. 7. Single-phase full bridge rectifier 

 

From the circuit, we can observe that one switch from a top 

group (S1, S3) and one switch from the bottom group (S2, 

S4) must conduct for load current flow. However S1 and 

S3 or S2 and S4 cannot conduct simultaneously. During 
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the positive half-cycle, switch S1 and S2 are forward 

biased and when these two switches are fired 

simultaneously at wt = α, the load is connected to the input 

supply through S1 and S2. Due to the inductive load, 

switch S1 and S2 continue to conduct beyond wt = π, even 

though the input voltage is already negative. During the 

negative half-cycle of the input voltage, switches S3 and 

S4 are forward biased and firing of switches S3 and S4 

applies the supply voltage across switches S1 and S2 as 

reverse blocking voltage [9]–[10]. 

 

F. Li-Ion Battery 

Since the commercial release of lithium-ion battery in 

1991, lithium-ion battery technology has progressed 

significantly in safety, power and energy densities. Li-ion 

is a low-maintenance and rechargeable battery. Self-

discharge of li-ion battery is less than half of nickel-based 

systems and this helps the fuel gauge applications. The 

nominal cell voltage of 3.60V can directly power mobile 

phones, tablets and digital cameras, offering 

simplifications and cost reductions over multi-cell designs. 

Lithium Cobalt Oxide (LiCoO2), Lithium Manganese 

Oxide (LiMn2O4), Lithium Nickel Manganese Cobalt 

Oxide (LiNiMnCoO2 or NMC), Lithium Iron Phosphate 

(LiFePO4), Lithium Nickel Cobalt Aluminum Oxide 

(LiNiCoAlO2) and Lithium Titanate (Li4Ti5O12) are the 

types of li-ion battery [11]. 

 

IV. SIMULATION RESULTS 

 

 

A. Buck Converter 

 

 
Fig. 8(a) Simulation model of buck converter 

 

 
Fig. 8(b) Simulated result of buck converter 

 

B. Boost Converter 

 

 
Fig. 9(a) Simulation model of boost converter 

 

 
Fig. 9(b) Simulated result of boost converter 

  

 

C. Buck-Boost Converter 

 
Fig. 10(a) Simulation model of buck-boost converter 

 

 
Fig. 10 (b) Simulated result of buck converter 
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Fig. 10 (c) Simulated result of boost converter 

 

D. Isolated DC-DC Converter 

In isolated DC-DC converter, two batteries has been taken. 

First battery is acting as a source and another as a load. In 

Fig. 11(a), battery is providing dc input to the inverter. It 

converts this dc input voltage into the ac output voltage. 

For triggering the switches SPWM technique is used. 

Transformer step-up this voltage level and also provide 

isolation between input and output of dc-dc converter. 

Rectifier converts ac voltage into dc voltage. L and C filter 

is designed to reduced harmonic contains and battery will 

be charged at desired voltage. 

 

 
Fig. 11(a) Simulation model of isolated dc-dc converter 

 

 

 
Fig. 11(b) SOC of battery (battery 1) 

 

 
Fig. 11(c) Simulated result of battery input current 

 

 

 
Fig. 11(d) Simulated result of battery input voltage 

 

 
Fig. 11(e) Simulated result of primary voltage of 

transformer 
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TABLE I 

FORMULAE OF BUCK, BOOST AND BUCK-BOOST 

CONVERTER 

 
Where, 

 
TABLE II 

KEY PARAMETERS 

 
 

TABLE III 

INPUT AND OUTPUT VALUES OF ISOLATED DC-

DC CONVERTER 

 

 
 

 

 

CONCLUSION 

 

This paper presents an isolated dc-dc converter. The main 

treats of environment and human life is pollution and is 

done by the use of large number of automobile in this 

world. Therefore, an isolated dc-dc converter is designed 

for electric vehicular application and proposed system is 

simulated in MATLAB/Simulink. In an isolated dc-dc 

converter SPWM (Sinusoidal-Pulse-Width-Modulation) 

technique is used to control the switches. In this paper, also 

buck converter, boost converter, and buck-boost converter 

has studied and simulated using MATLAB/Simulink. As a 

future work, bidirectional isolated dc-dc converter can be 

introduced in the proposed system and performance can be 

analyzed in MATLAB/Simulink for BFEV. 
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Abstract:-- Increasing popularity of cloud computing has lead the data owner to outsource the data to cloud which is more efficient, 

and has reduced cost. Whatsoever, the keyword based document retrieval becomes different in case of sensitive data. The keyword 

based document retrieval applied on normal data is different from those applied on sensitive data. In order to outsource sensitive 

data, it requires to be encrypted for privacy requirements. Here a multi-keyword ranked search scheme is performed over 

encrypted cloud data. The vector space model, term frequency and inverse document frequency are utilized to perform the index 

construction and query generation. Here a ternary tree-based index structure is constructed and “Greedy Depth-first Search” 

algorithm to provide efficient multi-keyword ranked search. The accurate relevance score calculation between encrypted index and 

query vectors helps to rank the documents while resulting back to the data user. Instead of building an index tree for each data 

owner, a group has been introduced where the members of the group are authorized to access the documents of the group. This 

method in this proposal manages space and efficient search. 

 

Index Terms:  Cloud computing, Inverse document frequency, Multi-keyword ranked search, Relevance score, Term frequency. 

 
I. INTRODUCTION 

 

The various features of cloud computing has attracted 

individuals as well as enterprises. The features include 

organizing huge resources for computing, storage and 

applications, enabling ubiquitous computing etc. But these 

features become inefficient when comes the case of 

sensitive data such as emails, personal health records etc. 

Outsourcing of these sensitive data to remote users requires 

privacy concerns. A general approach to provide data 

confidentiality can be encrypting the data before it is 

outsourced. But the fact is, the techniques applied on 

keyword based document retrieval on plaintext cannot be 

directly applied on encrypted data. Also, this requires a 

huge cost and this is impractical to download such data 

from cloud and decrypting it. 

 

   Above problem can be solved using the concept of fully-

homomorphic encryption which is a general purpose 

solution. But, due to high computational overhead this is 

an impractical solution. Practically, special purpose 

solutions, such as searchable encryption has made large 

contributions in efficiency, functionality and security. This 

work helps the client to store encrypted data in the cloud 

and also performs execution on the cipher text domain. 

Many works have been contributed in accordance with 

different threat models like single keyword search,  

 

similarity search, multi-keyword Boolean search, ranked 

search and multi-keyword ranked search. The data owners 

can upload their data to the cloud server so that the needy 

users can access. 

 

   This paper proposes a ternary tree based search scheme 

over the encrypted cloud data, which supports the multi-

keyword ranked search and the grouping architecture 

provides a secure efficient search over large collection of 

documents. Since the index tree constructed is for a group 

of data owners instead of a single owner where the group is 

initiated by the group admin. This method uses vector 

space model and product of term frequency and inverse 

document frequency for index construction. High search 

efficiency in terms of space and time is acquired in case of 

ternary tree based index structure and here we use greedy 

depth first search (GDFS) algorithm for searching 

keyword. The accurate relevance score calculation between 

the encrypted index and query vectors suggest nearest 

document the user is searching for. In this paper, a basic 

dynamic multi-keyword ranked search (BDMRS) is 

constructed in the known cipher text model. [1] 

 

      The contributions in the proposal include: 

1. Searchable encryption scheme supports accurate mutli-

keyword ranked search on the document collection. 
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2. Due to the ternary tree based search scheme there is 

more efficiency in space and is time consuming. 

   The paper is organized as follows. Literature survey is 

discussed in section 2. Then section 3 follows the problem 

definition and section 4 describes the scheme in detail 

using the tree structure. Section 5 includes the conclusion 

and future work. 

 

II. LITERATURE SURVEY 

 

   Searchable encryption scheme helps the clients to 

outsource the data to cloud servers and perform keyword 

search over the encrypted data. Several techniques have 

been proposed in order to provide symmetric encryption 

and search capabilities. One approach of provisioning 

symmetric encryption with search capabilities is with a so-

called secure index. [3] 

 

   One of the works which was proposed earlier was single 

keyword Boolean search, which gives the presence or 

absence of keyword with a 1 or 0. Later single keyword 

search was introduced, though; simple in functionality it 

cannot satisfy users those who prefer multiple keywords. 

Similarity search, multi-keyword Boolean search, ranked 

search and multi-keyword ranked search are later works. 

   Similarity search solves the problem of low functionality 

power of the search functions over encrypted data. The 

efficiency is provided through tree based structure and 

multi dimensional algorithm. This is better than linear 

search and the data users without knowing the secret keys 

of the data owners can issue a query. To boost search 

efficiency a vector space model with cosine measure is 

introduced. [5] Then one of the proposed schemes for multi 

owner where data owners have different secret key. Also, 

the authors proposed “additive order preserving functions” 

to obtain the most apt search results, but these do not work 

for dynamic operations. [6] 

 

   Multi-keyword Boolean search as per the request queries 

of the data users output suitable documents, but these give 

a yes or no answer as 1 or 0 and do not provide any 

ranking functionality. 

 

   To overcome this ranked search was introduced, which 

sends back top-k relevant documents. But the disadvantage 

is that it is for single keyword search. Also the search 

efficiency is linear with respect to the document collection 

and is not accurate enough. [7], [8], [9] 

 

Mutli- keyword Boolean search overcomes all the 

limitations so far found out. This method is supported by 

tree based index construction using the term 

frequency*inverse document frequency model (TF*IDF) 

and vector space model [1]. The architecture supports 

group sharing of the encrypted cloud data making it a 

secure setup for outsourcing and retrieving documents in 

profound manner. 

 

III. PROBLEM DEFINITION 

 

A. Preliminaries 

Vector space model: Here, each document is denoted by a 

vector and the vector has the normalized TF values of the 

documents. The query vector is denoted by the normalized 

IDF. The term frequency or TF is the number of times a 

given keyword appears in the document and inverse 

document frequency or IDF is obtained by dividing the 

cardinality of document collection by number of 

documents containing the keyword. The length of TF and 

IDF vectors become naturally equal and their dot product 

helps to calculate the relevance score between the query 

and document corresponding to it. 

   The notations used in relevance score calculation are: 

[Xia et.al]  

Nf,wi- The number of keyword wi in document f. 

N- The total number of documents. 

Nwi- The number of documents that contain keyword wi.  

TF’f,wi- The TF value of wi in document f. 

IDF’wi- The IDF value of wi in document collection. 

TFu,wi- The normalized TF value of keyword wi stored in 

index vector Du. 

IDFwi- The normalized IDF value of keyword wi in 

document collection. 

      (    )      

  ∑             

     

 

If u is an internal node of the tree, TFu,wi is calculated from 

index vectors in the child nodes of u. If the u is a leaf node, 

TFu,wi is calculated as: 

       
       

√∑ (       ) 
    

 

 

where TF’f,wi = 1+ lnNf,wi .  

And in the search vector Q, IDFwi is calculated as: 

      
      

√∑ (      )      

 

where IDF’ wi = ln(1+ N/Nwi). 

  Keyword ternary tree: The tree structures are mainly 

used to perform search operations efficiently and in 

optimized manner. Each node in the ternary tree consists 

of ID, the identity of the node; Pl, Pm and Pr are the 

pointers to left and right child respectively. The FID 
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value, which is the identity of node and D denotes the TF 

values. 

 
Figure 1: The architecture search over group shared    

encrypted cloud data 

 

B. System Architecture 

The system consists of four different entities: 

Data Owner: The data owner initializes by outsourcing the 

documents to trusted group admin. 

Group Admin: The admin initializes the group and has the 

provision to add members to the group. The members of 

the group are data owners and data users. The group admin 

on receiving the documents F= {f1, f2, f3,…, fn} from the 

data owner, outsources it to the cloud server in the 

encrypted form by constructing a secure index tree. 

Data User: The data user can access the documents 

outsourced by the group admin. According to the query 

given by the user, trapdoor is generated, according to 

which the k- top ranked results are retrieved. 

Cloud server: The duty of cloud server is to store the 

encrypted collection of documents and also the tree based 

index structure for searchable encryption. And the cloud 

server is treated as honest but curious which is dedicated 

too much works. 

   The system model in this paper involves grouping of so 

called data owners and data users. The data owners 

forward their documents to the group admin and the admin 

creates the secret key upon which the encrypted index tree 

is built. The admin stores the encrypted documents to the 

cloud storage. Secret key is shared to the authorized users 

of the group and the users on requirement build the 

trapdoor which is send as search request to the cloud 

server. On specific relevance score calculation the relevant 

documents are received as response by the data user, which 

is decrypted for further access. For instance, Alice is the 

group admin of a group of particular department who 

receives sensitive documents from the team leads of the 

department, which are to be shared among the authorized 

users of their department. Say, if Bob is one of the 

authorized users of the department who wants access to the 

documents shared by the team leads of the department. 

Alice on receiving the documents secures them by 

encrypting and building encrypted index tree using secret 

key generated by her and sharing it with the semi-trusted 

cloud server. Alice shares the secret key with the 

authorized users by a secure sharing method. Bob creates 

trapdoor using the secret key and forwards it to the cloud 

server as the search request. The response to the request 

can be downloaded and decrypted using decryption key 

shared by the admin. 

 

C. Threat model and Design goals 

   The threat model proposed here is known ciphertext 

model and the cloud server can perform only ciphertext 

only attack as the cloud server knows only about the 

encrypted document collection, the index tree and trapdoor 

generated for the query of the authorized user. 

   The main design goals to enable secure efficient 

multikeyword ranked search over group shared encrypted 

cloud data are as follows: 

Search efficiency: The aim is to attain sub linear search 

efficiency by constructing a tree based index and an 

efficient search algorithm. 

Privacy preserving: The scheme is built such that the cloud 

server doesn’t get any additional information about 

documents, index tree and query. The privacy requirements 

include: 

Index and query confidentiality: The plaintext information, 

keywords in the index and query and also the TF and IDF 

values in the index and query keywords respectively must 

be protected from cloud server. 

Trapdoor unlinkability: The generation of two trapdoors 

for same search request must not be determined by the 

cloud server. 

Keyword privacy: From statistical information like TF, the 

cloud server must not be able determine the keywords. 

 

IV. THE PROPOSED SCHEME 

 

This section describes about the multi-keyword ranked 

search scheme over encrypted data. The index construction 

is using the ternary tree and greedy depth first search is 

carried out as the search process. The proposed scheme is 

basic dynamic multi-keyword ranked search (BDMRS). 

A. Index Construction 

In BDMRS scheme, the index construction is with the 

support of a ternary tree. Each leaf node represents the 

documents in the collection and the internal nodes are 

generated as per the leaf nodes. Algorithm 1 

BuildIndexTree describes the construction of index tree, 

and following are the notations used: 

1. CurrentNodeSet- the nodes which are currently 

being processed with no parent. 

2. TempNodeSet- newly generated nodes. 

Algorithm 1: BuildIndexTree 

Input: document    collection    F= {f1,   f2, f3,…, fn} with 

identifiers FID= {FID| FID=1,2,3,…,n}. 

Output: the ternary tree. 
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1: for each document fFID in F do 

2: Construct a leaf node u for fFID, with u.ID= GenID(), 

u.Pl=  u.Pm= u.Pr= null, u.FID= FID, and D[i]= 

TF(fFID,wi) ; for i= 1,. . . .,m; 

3: Insert u to CurrentNodeSet; 

4: end for; 

5: while the number nodes in the CurrentNodeSet is larger 

than 3 do 

6: if the number nodes in the CurrentNodeSet is 3, then 

7: for three nodes u’,u’’and u’’’ of the former nodes in 

CurrentNodeSet; 

8: Generate a parent node u for u’, u” and u”’ with u.ID= 

GenID(), u.Pl= u’, u.Pm= u” and u.Pr=u”’, u.FID= 0 and 

D[i]= max{u’.D[i]; u”.D[i]: u”’.D[i]} for each i= 1, . . .,m; 

9: Insert u to TempNodeSet; 

10: end for; 

11. else 

12. for nodes u’, u” and u”’ of the former nodes in 

CurrentNodeSet do 

13. Generate a parent node u1 for u’, u” and u”’ and 

similarly create other parent nodes u2, u3 and so on; 

14: Insert u1, u2, u3 to TempNodeSet; 

15: end for; 

16: Create a parent node u4 for the three internal nodes(u1, 

u2, u3) which is the parent of 3 leaf nodes, similarly create 

parent nodes for other internal nodes: 

17: Insert u4 and other parent nodes to TempNodeSet;  

18: end If 

19: Replace CurrentNodeSet with TempNodeSet and then 

clear TempNodeSet;  

20: end while 

21: return the only node left in CurrentNodeSet, namely, 

the root of index tree T; 

 

B. Search process 

The search process depends on the GDFS algorithm. Here, 

a list is created consisting of relevance score and FID 

called RList. The resultant list consisting of k documents 

depending upon the largest relevance scores to the query is 

ordered in descending manner. GDFS algorithm is 

mentioned in algorithm 2. 

Notations[1] used are: 

1. RScore(Du,Q)- relevance score for query vector Q 

and index vector Du stored in node u. 

2. Kthscore- The smallest relevance score in current 

RList, which is initialized as 0. 

3. Hchild- The child node of a tree node with higher 

relevance score. 

4. Lchild- The child node of a tree node with lower. 

 

Algorithm 2[1] 

GDFS(Index tree node u) [XIA et.al]: the Greedy-depth 

first search algorithm is carried out to do the search process 

which returns only the relevant results without traversing 

the whole tree. 

 

C. BDMRS Scheme 

The scheme consists of following algorithms: [XIA et.al] 

1. SK- it is secret key set generated by the data owner. SK 

includes m bit vector S where m is the cardinality of the 

dictionary and two m*m invertible matrices M1 and M2. 

Namely, SK=(S, M1, M2). 

2. I- GenIndex(F, SK) using the algorithm 1 

BuildIndexTree(F), an unencrypted tree is generated. Next, 

the duty of data owner is to generate two random vectors 

{Du’.Du”} for index vector Du. If S[i]=0 then Du’[i] and 

Du”[i] equals to Du[i], else if S[i]=1 then Du’[i] and 

Du”[i] will be set to random values whose sum equals 

Du[i]. As the last step, index tree is generated which stores 

two encrypted index vectors Iu={M1TDu’.M2TDu”}. 

3. TD- GenTrapdoor(Wq,SK) Wq is the keyword set. If wi 

is keyword in Wq then Q[i] has normalized IDF value of 

wi; else Q[i] has value 0. The query vector Q is split into 

Q’ and Q”. If S[i]=0 then Q’ and Q” is set to two random 

values whose sum is equal to Q, else Q’ and Q” are set 

equal to Q. Trapdoor generated is {M1-1Q’.M2-1Q”}. 

4. RelevanceScore- the cloud server calculates the dot 

product of the query vector with the index vector. 

Security Analysis 

• Index confidentiality and query confidentiality: the cloud 

server without the knowledge of secret key SK cannot infer 

Du and Q from Iu and TD. Cloud server can only perform 

ciphertext only attack and hence cannot calculate the 

matrices M1 and M2. 

• Query unlinkability: the trapdoor generated by splitting 

the query to two. So, a single query request is made into 

different query trapdoors. Thus, query unlinkability is 

protected. 

• Keyword privacy: the search process can merely 

introduce the inner product of the computed encrypted 

vectors and so leaks no information about the specific 

keyword in known cipher text model. 

 

V. CONCLUSION AND FUTURE SCOPE 

 

A secure and dynamic privacy preserving scheme is 

proposed here. The proposal supports multi keyword 

ranked search scheme and it is supported by ternary tree 

based structure for index construction. The ternary tree is 

better than tree structures like binary trees, since, ternary 

tree is fast and space efficient. The greedy depth first 

search helps to make search process faster and in 

applicable manner. 

There are still many challenging problems in the 

symmetric searchable encryption. In the proposed scheme, 

the updates such as insertion, deletion of the documents are 

not specified and upon this a work can be implemented. 

Moreover, the system considers the cloud server as honest 

but secure system. There are chances when the cloud 

server can attack the scheme statistically by constructing 

histograms based on the term frequency distribution of the 

documents. Hence, this is a challenging problem in known 
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background model, though the scheme is secure in known 

ciphertext model. So, considering the scheme in other 

different threat models like known background model is a 

work that can be handled in the future. 
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Abstract:-- Power electronics has revolutionized the electrical industry but it comes with certain drawbacks. Harmonic is one of the 

issues with the power electronic system which needs to be addressed. Currently, a passive filter is being used to eliminate these 

problems. N-numbers of tuned filters are required to eliminate various harmonics. Effective use of filter can be done by the use of 

special purpose of reactor known as Magnetically Controlled Reactor (MCR). This paper presents a new filtering scheme with the 

use of MCR which works on the principle of DC biasing. Proper controlled excitation is given to the DC bias to have control on the 

reactance value. This paper also explains more about the control algorithm, the filter performance analysis through simulation 

results. 

 

Index Terms:  Harmonics, Passive Filter, Variable Permeability, Magnetically Controlled Reactor. 

 
I. INTRODUCTION 

 

Power Quality is the ability of electrical network to 

maintain pure and steady power supply. In other words, 

Power Quality is always the availability of pure sinusoidal 

wave [1]. This wave is within standard limit of voltage and 

frequency but no real power source is ideal & generally 

can deviate in following ways, Voltage variation, 

Frequency variation, Waveform distortion. The oscillation 

of voltage & current follows the form of sinusoidal nature. 

However, it can alter due to imperfection in 

loads/generator. This imperfection referred to the distortion 

of the ideal waveform is knows as total harmonic 

distortion. 

 

In order to prevent harmonic from affecting the supply 

system, IEEE 519 has been established as the 

recommended practices & requirements for harmonic 

control in the electrical power system [2]. So in order to 

meet this IEEE std 519 many power Quality improving 

methods have been proposed e.g. use of linear elements (in 

passive filters) having various contribution such as 

RL,LC,LLC etc Non-linear elements active filters having 

DC link. Passive filters are widely used as they don’t 

require any external power supply, Can handle large 

current & high voltage, can handle large power supply, is 

very reliable & hence is more used comparative to active 

filters [3, 4]. But there is need of separate filter for each 

harmonic this disadvantage of passive filter makes 

harmonic filtering costly and bulky. In this proposed work 

the above disadvantage is eliminated by the use of 

Magnetically Controlled Reactor (MCR) [5, 6]. 

 

 

 

Generally industrial loads have a peculiar demand 

according to the operation being done. As in steel industry 

according to the arcing in the arc furnace the power supply 

changes i.e. harmonic content in various stages changes 

and hence there is need of all the harmonic filters at all 

time of operations. This need of all filter can be eliminated 

by selective elimination of harmonic in a particular stage 

of operation of the arc furnace by using MCR & switched 

capacitor dominant harmonic can be eliminated at any time 

with only one filter scheme [7]. The Controllable reactor is 

based on the magnetic amplifier, using a dc control circuit 

to change the saturation degree of the iron core [8, 9]. 

Magnetically controlled shunt reactors are currently being 

employed in various extra high voltage (EHV) and ultra-

high voltage (UHV) applications as reactive power 

compensation, to improve systems dynamic performance 

and damping power system oscillation as well as fault 

current limiting reactor [5-10]. MCR’s are yet to be 

utilized to their full extend for medium voltage (MV) and 

low voltage (LV) application. This work will contribute in 

improving MCR potential in MV and LV system.    

 

II. PROPOSED SCHEME 

 

Current flows through the least impedance path. Passive 

filters provide least impedance path to harmonic currents 

by tuning the filters at particular frequency [3]. Value of 

Inductor and Capacitor is so selected that it resonates at a 

particular tuned frequency which in turn provide the 

required low impedance path to the harmonic current. 
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Fig.1. Single Tuned harmonic filter |Z| vs Freq 

 

According to Fig.1. at resonance frequrncy (fr) the filter 

circuit is resistive, the impedance minimum with value 

Z=R and power factor unity. R << Xl (at fundamental 

frequency).   In order to provide least impedance path 

shunt connected passive filters are used. Dynamic non-

linear loads produced different order of harmonics at 

different time instant. For eliminating this, numbers of 

tuned filters are required [4]. MCR is a variable inductor 

which can be used with specific value of capacitor to tune 

for the present dominant harmonic and reactive power 

support in the system by the help of control circuit and 

thyristor switches for selecting appropriate capacitors at 

different time instant as shown in Fig.2. [11]. 

  

 
Fig.2. Block diagram of proposed scheme 

 

The flowchart explains detailed overview of MCR tuned 

filter where THD and reactive power measurement is done, 

capacitor and inductor value are calculated according to 

dominant harmonic present. Inductor value is checked and 

required value is obtained by changing excitation level of 

control winding [12].  

 
Flow chart 1. Sequence of operation 

  

III. OPERATING PRINCIPLE 

 

The working principle of MCR is based on magnetic flux 

phenomenon. MCR circuit is divided into two parts that is 

working winding and control winding which is shown in 

FIG.3. [13, 14]  MCR works according to the control of 

magnetic saturation phenomenon as a magnetic magnifier 

[11].  

 

 
Fig.3. structure of MCR winding 

 

The Sequence of operation is as follows  

When control winding is excited with controlled dc current 

which produces magneto-motive force given by  

                                      

The magneto-motive force produces magnetic field  

                                       

The field produces flux density 
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At saturation of magnetic core even if Magnetic flux 

intensity (H) increases ∆B is very small hence to satisfy the 

equation (4) μ changes accordingly represented by Fig 

4.[12]. 

 
Fig.4. B Vs H & μ Vs H curve 

 

Where, 

 B= magnetic flux density in Tesla 

H= magnetic flux intensity in Ampere-Turn/Meter 

        

   is permeability of air and    is permeability of 

magnetic material 

As controlling   will control the value of inductor because 

L is directly proportional to  . 

The equation (5) for iron core inductor is given by  

  
      

   
                                       

Where, 

L=value of inductance in Henrys 

N= Number of turns  

A= cross-sectional area of coil in sq-meter 

MPL = magnetic path length in meters 

  

IV. SIMULATION RESULT 

 

Simulation carried out by the use of variable load which 

produces different order of harmonics at different time 

instance are effectively eliminated with the use of 

magnetically controlled reactor in L-C combination of 

passive filtering [15, 16].   

Because of the varying order of harmonic load 5th and 7th 

harmonics are present in 0.0sec to 0.5sec and 11
th

 and 13
th

 

order of harmonic presents in 0.5sec to 0.8sec of period 

which is illustrated in Fig.5 

  

 
Fig.5. waveform of phase A of load current (without 

MCR) 

 

FFT analysis is carried out on varying harmonic load 

current. Total harmonic distortion of particular harmonics 

is also shown in Fig.6. THD of 5
th

 and 7
th

 harmonics are 

16.40% which is beyond the IEEE standard and THD of 

11t
h
 and 13

th
 harmonics are also beyond the standard. 

 

 
(a) 

  

 
(b) 

Fig.6. FFT analysis (a) 5th and 7th (b) 11th and 13th 

 

After connecting MCR into the circuit this dominant 

harmonics are mitigated.  MCR provide low impedance 
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path for dominant harmonics by tuning required inductor 

value with switching capacitor. 

 
Fig.7. Waveform of phase A of load current (with MCR) 

FFT analysis after connecting MCR is shown in Fig.8. 

  

 
(a) 

  

 
(b) 

 

Fig.8. FFT with MCR 

Test Results 

   Experiment being performed on single phase MCR 

prototype of 2.7mh. 95amp. Table1 gives detailed data 

regarding testing on MCR.  

 

Table1. Measurement result 

Vac Iac Idc mH Hz 

59.05 70.2 0 2.641 49.98 

50.4 68 15 2.36 49.98 

42.11 68.2 31 1.966 49.97 

35.63 69.2 44 1.639 49.98 

20.12 71.2 57 1.302 49.98 

21.011 72 72 0.929 49.96 

14.115 77.8 95 0.578 49.97 

13.8 76.8 103 0.572 49.98 

 

 
Fig8 – variation of inductance 

 

The result shows the variation of L value with increase in 

DC current (fig 8). Hence it can be proved that value of L 

can be changed from 100% to 30% of the value.  

  

CONCLUSION 

 

Harmonic is a very severe issue when it comes to power 

quality in distribution network. The use of different type of 

filter is incorporated in the system. The proposed filtering 

scheme has a advantage of low cost as compared to n-type 

of detuned filter. The use of magnetically controlled 

reactor for filtering application is properly demonstrated in 

this paper where inductance changes as to tune for 

mitigating dominant harmonics. This operation is based on 

magnetic saturation phenomenon in the iron core.   
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Abstract- Improvement in productivity of labors has become vital area to focus for industry last two decades. Construction industry 

mostly depends on labor productivity. Complete project without delay and cost overrun is challenging for construction industry 

and researchers to work. Many factors affecting on productivity of labors in construction industry are determined by researchers. 

This paper discusses literature reviews on construction productivity measurement methods. The paper gives a review on different 

factors affecting on construction productivity and different theories and innovations on improvement of construction productivity. 

On reviews it is noted that there are different techniques of improvement in construction productivity and different methods of 

productivity measurement. But there are different adverse conditions and factors influencing on productivity improvement. 

 

Key Words: Improvement in productivity, labor productivity, delay, cost overrun, factors affecting, productivity measurement. 

 

I. INTRODUCTION 

 

Many researches are related to poor level of productivity 

and performance in construction industry. Productivity of 

workers plays an important role in overall performance of 

onsite construction project. In India after agriculture 

construction industry has given second highest employment. 

All over the world, India is second in population therefore 

many labors are available for construction sector. The paper 

gives a review on different innovative methods of 

productivity improvement with appropriate productivity 

measurement technique. To Productivity improvement 

necessary qualified and skilled workers are required for 

minimizing resources as well as time overrun form different 

activities of the construction project.  In construction 

industry productivity management and control on 

performance time of labor and actual cost measurement is 

very difficult. Labor performance is increased with the help 

of productive use of labor working hours (Tinivavi Moyo et 

al 2014). Not only Proper utilization of resources but also 

selection of labors for different job for improving 

productivity and successful completion of project. Crew 

formation in labor management plays an important role 

because 30% to 50% of cost of project account for labors 

(Florez et al 2016).  Improper management of resources 

leads to low productivity at on site construction. Therefor 

contractors, consultants and project managers are to be 

aware of different methods to find out productivity of 

equipment and workers. For efficient utilization of resources 

and improving productivity, proper control on the 

productivity is necessary aspects like workers, equipment, 

material, cash flow etc. (Mostafa E. Shehata 2012).  

This paper discusses reviews on site productivity 

measurement which is considerably depending upon site 

location and its size which is very challenging. Different 

productivity measurement methods and analysis for 

improving productivity are work measurement, setting 

baseline, total productivity, average labor productivity 

(ALP), automated technologies for site material 

management like Radio Frequency Identification (RFID), 

Global Positioning System (GPS).   

Productivity and Methods of Work Measurement: 

Definition: Work measurement is the application of 

techniques designed to establish the time for a qualified 

worker to carry out a specified job at a defined level of 

performance. There was not worry about exact meaning of 

terms mentioned in definition like “a qualified worker” and 

“a defined level of performance”. That was nothing other 

than “Work measurement”. The term which was described 

different techniques, which were used for work 

measurement.  Measuring the time required to perform job, 

it mean‟s work measurement. Management of time required 

for performance of job or its activity and ineffective time 

was separated from effective time. Ineffective time was 

accepted as “natural things”. Work measurement played 

another role to set standard time for performing the job. If 

there was any unproductive time it was instantly shown the 

more than standard time thus management pay- attention on 

it. Objective of the measurement was to analyses the 

productivity with the help of different work measurement 

methods. 

 

Different work measurement methods are as follows:- 

1) Historical data   

2) Time study 

3) Work sampling 

4) Estimating 

5) Synthesis 
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All these methods mostly concern with time study. This 

study was the basic work measurement and other methods 

developed from it. The basic steps were necessary for 

effectively carrying out the work measurement. 

The steps involved in work measurement are as follows: 

1) Select the job for study. 

2) Record appropriate data related to different 

conditions of job. Standard method was used for performing 

job and different activities in them. 

3) All the details of work and working condition are 

necessary to record. Work break down into activities or 

elements. 

4) Find out the standard time for the operation to do 

every single element including relaxation and personal need 

etc. 

5) Issue the standard time for activities of job and 

specific method of operation. 

 

If work measurement was used as investigation tool of 

method study or find out the effective alternate method and 

unproductive time. Only first four steps are used in that 

case. 

Productivity Measurement  

Lingguan Song et al (2008) measured the productivity to 

find out in terms of labor work output per unit time. Labor 

input was measured in working hours. Due to different 

construction activities, labor workout was diversified.  

 

In historical data, productivity measurement requires three 

steps as mentioned below. 

1) Productivity measurement number. 

2) Data acquisition number.  

3) Productivity model development. 

 

Company‟s historical data records were used for improving 

company‟s productivity in future on the past performance 

and productivity details. They used theoretical model of 

different analysis for improve productivity.  

 

In time study Tirivari Moyo et al (2014) studied that there 

were many challenges for using that technique. They found 

different difficulties as follows:  

1) Less number of workers was studied and it required 

several observers for study. 

2) Limited data was gathered for time study. 

3) Observers study was not sufficient, for detail study 

with less accuracy. 

Valuable information was provided by work sampling 

technique to construction manager for taking corrective 

action in the areas of low productivity. It was valuable for 

allocating workforce and improving productivity onsite. 

Work sampling was very simple and low cost method for 

managers to control cost and time overrun of projects. 

Estimating method was divided into two types analytical 

and comparative estimating. First was based on the skill and 

experience of workers. Comparative estimating depends on 

time interval allocated for job. Work measurement method 

was mostly used for measurement work around 95% 

comparing to order methods. 

Factors affecting on productivity 

Management 

The poor management in the construction project leads to 

poor productivity. Decisions of management play key role at 

actual construction work. For great productivity not only 

proper management but also proper decisions are required. 

Fulford and Standing (2013) selected the companies which 

operate differently, one takes the government projects 

another takes infrastructure development and major sub 

projects and third organization produces supply facility for 

case study. They implemented collaboration in construction 

productivity. They developed model of collaborative 

network approach to study every company‟s strengths and 

weaknesses. Productivity was improved by collaboration 

between companies; one was very good in other company‟s 

weaknesses. But there were some limitations in decision 

making and controversies between companies. Oral 

Musatfar et al (2011) concluded that statistical method was 

not effective for labor productivity prediction in 

construction. 

They found supervised learning method was advantageous 

in modeling ease prediction accuracy. 

1) Different methods of supervised learning: 

2) Free Forward Back Propagation (FFBP) 

3) General Regression Neural Network (GRNN) 

4) Self-Organizing Maps (SOM) 

 

These methods were used for decision making with the help 

of neural network. Onsite problems were resolved by these 

methods with the great accuracy. Self-organizing maps 

(SOM) were more accurate than other two methods in 

prediction of crew productivity. 

Rana Singhe Upal et al (2012) studied new method for 

improving productivity on construction site. Construction 

productivity improvement officer (CPIO) was appointed for 

decision making on project. (CPIO) took the responsibilities 

of work productivity planning, monitoring, coordinating and 

listening requirements of stakeholders. Decisions of (CPIO) 

were implemented for 10 weeks at case study. They found 

6.72% saving of time due to implementation of (CPIO). Due 

to good impact of decisions, this method was implemented 

for other projects. 

Lack of measurement 

Cost overrun and time overrun in construction project cause 

due to poor productivity of workers. Records of different 

activities on construction site were kept and productivity of 

crew was measured on regular interval. These records were 
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compared with standard benchmarks.  Focus of standardized 

data collection to measure work accomplished by every 

worker in a single shift. Ratb J. sweis et al (2009) found that 

daily output fall between upper and lower control limit. The 

accurate baseline productivity of other projects or old 

projects had similar scope, design, specification, conditions. 

That baseline records was used by them for estimating crew 

in new projects. They distinguished good performing 

projects with poor performing projects. They found that the 

measurement of productivity was helpful for proper 

management and improvement in productivity. Mostafoe et 

al (2012) focused on workload of workers and their output 

with the help of project management index. (PIM) was more 

accurate method for measuring the output of workers. 

Material Procurement 

Planning storage of material and material procurement leads 

to improvement in onsite construction productivity.  

Appropriate planning and execution of material procurement 

and storage was overcome on the shortage or excessive 

material at construction site. Misham Said et al (2011) used 

Construction Logistics Planning (CLP) model for decision 

optimization of material procurement and storage material. 

This model was useful for difficult task of planning and 

storage decisions and optimization of material procurement. 

In this online collaboration system was developed between 

owners, contractors, suppliers and designer. Proper 

utilization of onsite space and indoor space of buildings was 

used for storage of material inventory. David Gua et al 

(2009) used automated material tracking process like Radio 

Frequency Identification (RFI) and Global Positioning 

System (GPS) for improving productivity. They compared 

the traditional material tracking process with automated 

material tracking process. Time recorded by traditional 

tracking process was 36.8 minutes for 400 components of 

Steel. Automated process of tracking was faster than 

traditional process, which recorded 4.56 minutes. 

Traditional method was containing 9.52% of unidentified 

components while automated tracking was containing 

0.54% only.  

Site Layout and Design  

Job site layout affects the working capabilities of site. Site 

layout contains different facilities like temporary offices, 

sanitation, workers rest area, storage, access points, access 

roads, workshops, health and safety, security features, 

proper locations of material and equipment improves the 

productivity. Edgar P. Small et al (2016) focused on 

improving job site productivity. They carried out response 

survey for importance variable of job site layout and design. 

Highest ranking given for crane locations, access points of 

vehicles and inventory storage area. The owner‟s or 

contractor‟s office received lowest ranking as per response 

survey. Survey was carried out to find, who was responsible 

for site planning and design of job site layout, out of owner, 

contractor, designer, consultant, etc. Majority of tasks were 

performed by contractor 39% then consultant 30%. 

Contractor was required to show interest in the relationship 

between productivity and site layout. 

Motivation and Safety 

Suitable motivation played key role for improving crew 

production. The lack of motivation was the effect on 

behavior of workers, which resulted to coming late to job, 

careless work, failure to achieve target, absentees. For 

achieving better output, management took the responsibility 

to motivate the labors. Khan ahsanali (2015) collected 

empirical data to find out, how management played the role 

for motivating workers. They found that management 

required high productivity and completion of the project 

within the deadline. Project was having deficiency of 

facilities like security, transport, canteen, safety measures in 

many organizations. Management was not interested to 

spend money on motivational factors for achieving more 

productivity.  

Proper safety provisions were required for the workers to 

work safely on construction site. Shree raja Gopal T.G. et al 

(2016) conducted detailed analysis which concluded, if the 

safety measures were not provided; productivity of workers 

get reduced. Proper safety management were conducted 

with the help of safety engineer then more productivity was 

achieved. Proper management of safety equipment, 

maintenance of equipment, inadequate lights were not 

conducted due to that loss of labor productivity.  

Skills and Abilities of Labor  

Productivity of construction industry usually depends upon 

personal qualities and abilities of workers. Qualities like 

worker‟s skills, training, experience and education were 

helpful for improvement in workers output. Skilled workers 

had high physical and mental ability than the unskilled 

workers. Iaura Florez (2016) took case study of missionary 

construction for improving productivity. They found that 

every meson was having different personalities, method of 

work, qualities. Some meson‟s productivity was more while 

working together and some have less productivity. They 

recorded the complex missionary work for several days. 

They found that meson having different skills, abilities 

made balance between complexities off work. High rate of 

performance was achieved on the basis of skills and abilities 

of worker. Ghate Prachi R. et al (2016) studied the 

productivity of skilled and unskilled workers while 

construction of columns. Abilities and skills of workers 

were affecting on productivity. Skilled workers reduce time 

of work by 5 days as well as cast by 46,500 for column 

construction. They calculated that productivity of skilled 

labor was more than unskilled labor. 

External Issues  

Adverse climate situations, dust, radiations, noise, crowded 

work area, new technology, changes in specification and 
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design, change in agreements, complexity and size of 

project this were different external issues. This issue effects 

on productivity of workers directly or indirectly. There were 

high health and safety risks in construction projects as 

compared to other industries. M. Abrey et al (2014) used 

self-administrated questionnaire survey for finding 

adversely affecting site conditions. Unsatisfactory 

conditions were converted in to increase of injuries and 

accidents of workers. That may cause for delay and loss of 

productivity. Old construction technique and increase in 

large scale of corruption reduces the productivity.  

Markus Liberda et al (2014) used Prioritized Index for 

identifying different factors under human, external issues, 

and management category. These factors were affecting on 

site productivity. They found that the external factors have 

low rating while management factors have high rating, out 

of top 10 high rated factors. 8 factors of external issues were 

considered for Prioritized Index Rating. 

 

II. CONCLUSION 

 

Above literature concluded that there are many methods of 

work measurement for improving productivity in 

construction industry. Work measurement techniques are 

used for controlling cost and time overrun, factors affecting 

on productivity of works. Different methods consists martial 

tracking and procurement, effective management system, 

motivation and safety to workers, external issues and other 

factors to improve onsite productivity.  

Some effective methods to improve onsite productivity and 

to control cost and time overrun are as follows:   

 

Work measurement by estimating and work sampling 

technique. 

1) Automation to material taking and control. 

2) Collaboration in different industries. 

3) For controlling activities onsite with the help of 

CPIF.  

4) Controlling the factors affecting on productivity. 

 

These methods are successfully used to minimize the factors 

affecting on the productivity onsite in construction industry. 

There are many companies invests in work measurement 

techniques to achieve different benefits. 
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Abstract- Activated sludge process is an environmental and engineered system. Wastewater is an outcome of agricultural activities, 

industries and municipalities. The chemical composition of waste water indicates it's origin. Organic materials from waste water 

needs to be disposed so that the quality standards can be meet. The methods that are used for wastewater treatment are Activated 

sludge process, oxidation pond, anaerobic process, drop filtration. This overview shows the available information about the 

removal of organic material by active sludge process.  Activated sludge process is the biological aerobic wastewater purification 

system that uses microorganisms and air to biologically oxidize the organic pollutants. This uses naturally occurring bacteria and 

protozoa, so it is an environmentally friendly and also an economical process. The active sludge process proved to be an effective 

method with room for further research in terms of cost-effectiveness, effluent of good quality, efficient removal of BOD and COD. 

 

Key Words: Mixed Liquor Suspended Solids (MLSS), Mixed Liquor Volatile Suspended Solids (MLVSS), Food / microorganism 

ratio(F:M ratio), Cell Residence Time(CRT), Return Activated Sludge (RAS), Sludge Volume Index (SVI), Sludge Density Index 

(SDI). 

 

I. INTRODUCTION 

 

Activated sludge is a sludge particle that is reduced in the 

wastewater by the growth of organisms in aeration tanks. 

The term 'activated' comes from the fact that the particles 

are teaming with bacteria, fungi and protozoa and differs 

from primary sludge in the sense that the sludge particles 

contain many living organisms that can feed on the 

incoming waste water. Described simply, screened 

wastewater is mixed with varying amounts of recycled 

liquid containing a high percentage of organisms taken from 

a secondary clarification tank, and it becomes a product 

called mixed drink. This mixture is stirred and injected with 

large amounts of air, until care for oxygen and keep solids in 

suspension. After a while, mixed liquid flows to a settler 

where it can settle. Some of the bacteria are removed when 

it settles and the partly cleaned water continues to flow for 

further treatment. The result has been resolved solids, the 

activated sludge, are returned to the first tank to start the 

process again. Today a number of variations on the basis 

process have been developed. This issue of Pipeline 

contains descriptions of three of the most common 

variations: extensive aeration, sequencing batch reactors and 

oxidation locks. The activated sludge plant is the most 

popular biological treatment process for larger installations. 

PROCESS: 

A primary settler (or primary pre-cleaner) can be introduced 

to a part of the suspended solids present in the influent and 

this reduces the organic load to the activated sludge system. 

The biological reactor or aeration tank is filled with a 

mixture of activated sludge and influent, known as "mixed 

liquor". It is necessary to maintain certain mixed spirits 

suspended solids (MLSS) in the aerated tank maintain good 

removal efficiency. The aeration equipment transfers the 

oxygen required for the oxidation of organic material in the 

reactor, while at the same time sufficient turbulence is 

introduced to thesludge flakes in suspension. The 

continuous introduction of new influent results in a 

continuous discharge of mixed liquid to the secondary 

settler where separation of solids and liquid takes place. The 

liquid leaves the system as treated effluent, while part of the 

sludge is returned to the aeration tank called 'return sludge' 

and the rest of the sludge is taken anaerobic digestion. 

 
OVERVIEW OF CONTROL FACTORS: 

The proper functioning of an activated sludge installation 

requires knowledge of biological and physical factors that 

influence the efficiency of the process. These factors 

include: 

• organic and hydraulic loads of the aeration tank  

• dissolved oxygen in the aeration tank 

• waste percentage of bio  solids 

• return the amount of activated sludge 

• load occupancy rate 
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• solid particles sedimentation and compaction properties 

ORGANIC LOADING: 

Organic loading refers to the number of kilos per day that 

BOD enters the process. In most activated sludge plants this 

is based on the primary effluent, but in installations without 

primary clarification sources it would be based on the flow 

of the influent of the installation. Pounds per day BOD load 

can easily be calculated using the Pounds formula. Multiply 

the flow rate in million gallons per day by the weight of one 

gallon of water (8.34 lbs / gallon) and multiply the 

milligrams per liter of BOD in the flow to give the number 

of kilos per day of BOD in that flow. 

It may be advantageous to calculate the organic load as a 

moving average of five days or seven days. This helps to 

moderate day-to-day load fluctuations, allowing more 

consistent control of operation. A moving average of seven 

days would be calculated by averaging the pound BOD for a 

given day with values for the six days before. 

QUANTITYOF MICRO ORGANISMS: 

The concentration of the mixed liquid (MLSS) is determined 

by analyzing the suspended particles of the suspension in 

the aeration tank. Because this suspension comprises both 

biological mass and inorganic material in the waste water, 

the amount of biological mass is estimated by determining 

the organic content of the MLSS. Mixed Liquor Volatile 

Suspended Solids (MLVSS) is determined by lighting a 

sample of the dried MLSS in a muffle furnace at 550 ° C. 

The material that burns at that temperature is considered 

organic and therefore estimates the biological mass. The 

material that remains (non-volatile or solid) estimates the 

inorganic fraction of the MLSS. Thus, in process control 

calculations where all solids are to be considered, MLSS is 

used in the calculation. In calculations where only the active 

biological population must be taken into  account, MLVSS 

is used. Food / microorganism ratio (F: M) is one of the 

primary controls used in plants with activated sludge. This 

helps the operator to maintain a balance between the amount 

of food available with the amount of microorganisms in the 

aeration tanks. Although the best treatment may not occur at 

the same F: M ratio in different plants, the range for 

conventional activated sludge plants is often given as 0.25 to 

0.45. Activated sludge plants operating in the extended 

aeration mode typically work with F: M in the range of 0.05 

to 0.15. 

CELL RESIDENCE TIME:  

Cell Residence Time (CRT), also known as Sludge Age 

(SA) or Solids Retention Time (SRT), can be defined as the 

average duration in days that an organism remains in the 

secondary treatment system. 

When a food supply is brought into a biological treatment 

plant that is in operation, there is an abundance of food but 

very few organisms. It is said that the organisms are in the 

Lag phase when they begin acclimatizing to the waste, 

produce the required enzymes and the population starts to 

rise. Once the organisms have been acclimatized, the growth 

rate increases rapidly in the log growth phase. At this point, 

the food supply is not a limiting factor because BOD is 

converted into biological mass, producing large quantities of 

sludge. In the declining growth phase, the population has 

grown to such an extent that the available food supplies 

begin to reduce the production of new cells and that 

organisms begin to compete for food. As the population 

ages (CRT 5 days or longer), larger and more complex 

organisms that are able to compete for the remaining food 

are more numerous, and predatory organisms begin to feed 

on smaller ones when a food chain develops. In the 

endogenous phase the food supply is depleted and as the age 

of the population increases (CRT is now up to >15 days), 

the growth rate of the organism continues to decline. Food 

that the organisms have stored is metabolized and the 

organisms feed on each other in endogenous breathing. 

Although the concentration of organisms is large, sludge 

production is lower. In view of the objectives and the costs 

of waste water treatment, there are clear advantages in 

operating an active sludge system in the extended aeration 

mode. BOD will have almost completely disappeared, 

producing high-quality waste water and sludge production 

will be the lowest.  

 

RETURN ACTIVATED SLUDGE:  

Return Activated Sludge (RAS) refers to the biological 

solids (solids of mixed liquids) that settle in the secondary 

settling tank and are continuously returned to the aeration 

tank. There are two main reasons for returning these 

organisms 

SLUDGE VOLUME INDEX: 

SVI is used by operators to determine and compare the 

settling capacity of mixed liquids. It relates mathematically 

to the settled sludge volume in the settleometer to the MLSS 

concentration. The definition for SVI is the volume in 

milliliters occupied by one gram of activated sludge that has 

been established for 30 minutes. Note that SVI relates the 

sludge volume in milliliters to the MLSS concentration in 

grams per liter 

SLUDGE DENSITY INDEX: 

SDI is another way to express sludge compaction, uses the 

same information as SVI, but expresses it as sludge density 

(weight by volume instead of volume by weight). The 

definition for SDI is the number of g of active sludge that 

takes up volume of 100 ml after 30 minutes of 

sedimentation.  

AERATION REQUIRMENTS: 

Aeration of the contents of the active sludge reactor 

accomplishes two important requirements. Mixing must take 

place to make contact between biomass and incoming 

pollutants; ensure that the entire content of the aeration tank 
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is kept in suspension. Dead zones in the tank may allow for 

deposition and mixed liquid will collect at the bottom of the 

tank. When this settled material begins to decompose, an 

area with little dissolved oxygen is created, creating 

conditions conducive to the growth of filamentous bacteria. 

These filaments bridge between floc particles, reduce the 

density of the mixed liquid and cause sedimentation 

problems in the secondary settler. In facilities where 

aeration equipment does not provide adequate mixing, 

additional mixing may be required. 

Aeration should also provide oxygen to the vast population 

of aerobic and facultative bacteria and other organisms in 

the mixed fluid. Operators usually control the aeration rate 

to ensure a concentration of 2 - 3 mg / L dissolved oxygen 

(D.O.) at the discharge end of the aeration tank. Higher D.O. 

concentrations of waste capacity, while low D.O. (<1 mg / 

L) can stimulate the growth of filamentous bacteria. The 

amount of air that must be supplied to the aeration tank for 

the required D.O. concentration depends on various factors. 

As BOD (biochemical oxygen demand) increases, the 

organisms will need more oxygen to metabolise the waste 

and more air must be supplied to the D.O. concentration 

within the desired range. Likewise, since the number of 

pounds of biomass in the system is increasing, the air supply 

must be increased; each organism will use the amount of 

oxygen needed to sustain itself. Treatment goals such as 

nitrification and denitrification are also factors that 

determine how much air must be supplied. Although it takes 

1.0 to 1.5 pounds of oxygen to degrade 1 pound of BOD, it 

takes 4.5 pounds of oxygen to convert 1 pound of ammonia 

into nitrate (nitrification). The oxygen transfer efficiency of 

the aeration equipment plays a major role in determining 

how much oxygen is supplied to the organisms at each cubic 

foot of air delivered into the aeration tank. Not all oxygen 

supplied to the aeration tank is dissolved in the water; most 

if it remains in gaseous form, bubbles to the surface and 

disappears for the atmosphere. The Standard Oxygen 

Transfer Efficiency (SOTE) for different aeration equipment 

ranges from about 10% to about 40% in clean water and up 

to 15 feet of immersion (diffuse aeration). Oxygen transfer 

can also be given as standard oxygen transfer rate (SOTR) 

given in units of kilogram of oxygen transferred per 

horsepower. The actual oxygen transfer efficiency (AOTE) 

or the actual transfer rate of oxygen (AOTR) in wastewater 

will be considerably less than the SOTE or the SOTR. The 

transfer of oxygen is influenced by many factors, including 

the type of equipment used (and how well it is maintained), 

the air temperature, the chemical properties of the water and 

the speed with which the organisms use the oxygen (oxygen 

uptake rate). For example, while the SOTR can reach as 

high as 6.5 pounds of oxygen per horsepower for a 

particular aeration device, the AOTR can be expected to be 

in the range of 2.5 pounds of oxygen per horsepower. 

AERATION EQUIPMENT - MECHANICAL 

AERATION: 

Air can be supplied to the aeration tank with the aid of 

mechanical aerators or a diffuse aeration system. 

Mechanical aerators splash the mixed liquid into the air, 

causing oxygen to dissolve in the water. There are many 

types of mechanical aerators, including vertical and 

horizontal designs. Vertical aerators can pump mixed liquid 

away from the bottom of the tank and place it against a 

deflector, or can act as large impellers, partially submerged 

in the mixed liquid near the surface of the aeration tank. 

Adjusting the depth of immersion changes the amount of 

aeration and mixing that occurs. Horizontal mechanical 

aerators, or rotors, are often seen in oxidation channel 

arrangements in which a long horizontal axis is suspended 

just above the surface of the aeration tank. Metal brushes or 

plastic discs mounted on the shaft rotate partially immersed 

in the mixed liquid, causing aeration and imparting speed to 

the mixed liquid that keeps the biomass in suspension. Here 

too, the aeration rate can be changed by adjusting the depth 

of the liquid in the tank, thereby increasing or decreasing the 

immersion of the rotor. Actual oxygen transfer rates for 

mechanical aerators range from about 1.8 to 2.5 pounds of 

oxygen per hour per hour. Aeration equipment - Diffuse 

aeration The most common aeration method in conventional 

installations with activated sludge is the diffuse aeration 

system. In this system a blower (compressor) is used to 

supply air at low pressure to a piping composition with air 

diffusers submerged near the bottom of the aeration tank. 

The diffusers break the airflow into small bubbles from 

which oxygen is transferred to the liquid as the bubbles rise 

to the surface. Increasing the amount of time that the bubble 

is in contact with the liquid increases the efficiency of the 

oxygen transfer. Aeration tanks are typically deep enough 

designed (often about 15 - 18 feet) to maximize the travel 

time from the bubble to the surface, but not so deep that so 

much head (pressure) against the blower arises that it is out 

of reach for maximum efficiency. Aeration tanks are 

sometimes also configured to cause a rolling movement of 

the liquid in the tank, again to keep the air bubbles in 

contact with the mixed liquid for as long as possible. 

BLOWERS 

centrifugal Blowers Centrifugal blowers are used in almost 

all medium to large installations with activated sludge. 

These work as turbines with a high speed, with air outputs 

of 20,000 - 150,000 CFM. The volume of the pumped air is 

variable within a range, adjusted by controlling an inlet 

guide vane (throttle valve on the suction side of the fan). 

Positive displacement fans are often called rotating lobes 

blowers. As the rotating lobes rotate, a fixed volume of air is 

displaced each time the lobes come together. These blowers 

operate at lower revolutions than centrifugal blowers and 

generally produce less than 20,000 CFM of air. Unlike 
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centrifugal blowers, the air delivery of blowers with positive 

displacement can not be varied by the use of throttle valves. 

Air output can only be changed by changing the speed at 

which the blower operates, for example by changing the 

pulley size on the blower or the engine. 

 

Blower maintenance 

Whether centrifugal or positive displacement, blowers are 

difficult and expensive to repair, largely due to the fact that 

they work at high speed and are machined to a very close 

tolerance. The shops of wastewater treatment plants are 

rarely equipped to carry out major repairs on this type of 

equipment and usually contract this work. Heat, vibration 

and dust are often causes of premature wear and failure of 

the fan. Improperly maintained air filters that result in air 

restrictions on the suction side or leaks that allow dust to 

enter the blower are harmful to both types of blowers. 

Lubrication and other preventive maintenance must be 

carried out in accordance with the manufacturer's 

specifications. Pipes connecting the blower to the air 

diffusion system at the aeration tank may be a simple down 

pipe extending from the deck of the aeration tank to the 

bottom of the tank, or may be a sway system. The advantage 

of the swing system is that hinges in the pipes allow the 

operator to remove an aeration battery from the tank using a 

tap on the deck of the tank when maintenance of the diffuser 

is required. Naturally, this operation requires an adequate 

crew and careful compliance with all safety considerations. 

DIFFUSION EQUIPMENT 

Air diffusers have been designed in many shapes and sizes 

over the years; some are more successful than others. Air 

vents can generally be classified as either coarse bubbles or 

fine bubbles. 

Coarse bubble spreaders 

Coarse bubble spreaders have been used for many years in 

installations for activated sludge. Because compressed air 

from the blower flows from the air supply through a small 

opening in the diffuser, the air is inflated in small bubbles. 

The diffusers are usually made of plastic or stainless steel 

and ensure good mixing and aeration with minimal loss of 

the head. These diffusers are resistant to clogging and can 

work for a long period with minimal maintenance. Reported 

standard oxygen transfer efficiency in clean water for 

diffuse diffusers for coarse bubbles ranges from 9% to 13% 

at 15 foot immersion. Actual oxygen transfer rates vary 

from about 1 to 2 pounds of oxygen per horsepower, 

depending on the type of diffuser and the configuration of 

the aeration tank. 

Fine bubble spreaders 

Fine bubble spreaders began to gain popularity in the 1970s 

when energy costs increased and the limits for discharge 

licenses became stricter. Since energy costs for the use of 

the aeration system in an active sludge installation represent 

a very large part of the annual budget for the installation, the 

need to maximize the efficiency of aeration systems is 

obvious. Reported standard oxygen transfer Efficiency 

varies greatly depending on the type of diffuser, ranging 

from 13% to 40% in clean water at 15 feet of immersion. 

Again, it should be noted that actual transfer efficiency in 

waste water will be lower than in clean water, especially as 

the system ages. Actual transfer rates of oxygen range from 

about 1.3 to 2.5 pounds of oxygen per hour per hour.  

 

II. CONCLUSION 

 

The efficiency of activated sludge process is dependent on 

the organic loading rate, dissolved oxygen in the tank and 

the external oxygen entrained by using aeration process. 

Compared to the other process of wastewater treatment, 

activated sludge process is more efficient, sustainable, 

economical and more wastewater can be treated 
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Abstract- Constructed wetland treatment system (CWTS) is a engineered system, which is used as a advanced secondary treatment 

for wastewater. It involves physical, chemical and biological process for treatment of wastewater. Planted vegetation with its 

supporting media (soil and rock) plays an important role in contaminant removal. CWTS is low cost, sustainable and effective 

alternative in comparison with conventional wastewater treatments like Activated Sludge Treatment, Bio-tower, etc... CWTS is 

used to purify the wastewater and helps to improve the vegetation. There are several methods of treatment of water but due to lack 

of awareness most of the time such a treatment methods are fails to fulfil the practical need of reuse of water. As the various 

researchers carried out the study and it is found that Constructed Wetland (CW) System is more efficient and effective to solve the 

problem of wastewater. This system is applicable for the agricultural field as it performs the function of irrigation system for the 

crop. 

 

Key Words: Constructed Wetland Treatment System (CWTS), Vegetation, Reuse of wastewater. 

 

I. INTRODUCTION 

 

Wastewater is the by product which is arises from the 

different domestic, commercial, and industrial activities. As 

the water arises from these sources contained some 

impurities due to this reason, we can't use such a wastewater 

directly for any other purpose such as drinking, washing etc. 

So the  treatment of wastewater is the today's modern need 

in order to convert the wastewater by using constructed 

wetland system so that it is beneficial to ecosystem, 

environment as well as human beings. The treated water by 

using constructed wetland system can also fulfil the need of 

irrigation in agricultural field so that it saves the additional 

quantity of water which is needed for crop. The treatment of 

wastewater or storm water by constructed wetlands can be a 

low-cost, low energy process requiring minimal operation. 

 

II. TYPES OF CWTS 

 

2.1 Surface flow wetland system : 

In this system water level is above the ground surface and 

vegetation is rooted and emerges above the water surface. It 

is the system which includes the water flow above the 

ground. It s also called as Free Surface Wetland. This 

system is advantages because of their low capital and 

operating cost. The construction operation and maintenance 

of this system is not too much complicated. But the only 

disadvantage of this system is that it require larger land area 

as compare to sub-surface flow system. 

2.2 Sub-surface flow wetland system : 

This system is reversal to that of the surface flow system in 

which water level is bellow the ground and flow of water is 

maintained through a sand or gravel bed & roots penetrate to 

the bottom of the bed. This system consist of sealed basin 

with a porous rock or gravel bed. This systems are called by 

the several names according to type or pattern of flow such 

as vegetated submerged bed, root zone method, microbial 

rock reed filter, and plant rock filter system. 

This system is advantageous as it provides greater surface 

area for the treatment of water. It involves the faster 

treatment of water due to greater surface area as compared 

with surface flow wetland system. But the only 

disadvantage of this system is that it is more expensive to 

construct and operate. It also cause a problem of clogging 

and non-uniform surface flow which unnecessarily increase 

the repairing cost of the system. 

2.3 Hybrid system : which is combination of surface and 

subsurface flow wetland system. 

 

III. GENERAL DESIGN OF CONSTRUCTED 

WETLAND TREATMENT SYSTEM : 

 

Design of CWTS is quite complex from the technological 

point of view, as the numerous research and publication 

gives the actual design of constructed wetland but its 

applications has not yet been determined. Design criteria 

involves the following steps : 

• Planning 

• Site selection 

• Land use and access 

• Land availability 

• Topography 

Examples: Agricultural wastewater, domestic wastewater, 

Coal mine drainage, storm water runoff etc. 

3.1 Construction 

CWS involve following parts 

3.1.1 Liner : 

It helps in preventing the percolation of wastewater into the 

ground water. It is water tight component of wetland system 

generally made up with the most common and reliable  
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material such as Polyvinylchloride (PVC). PVC liner is 

advantageous over the clay liner as it prevents the cracking 

and does not allow the wastewater to seeps through it. 

3.1.2 Distribution media : 

Distribution medium is provided at the inlet and is usually 

made up with the coarse drained filled rock nearly about 2.5 

inches in diameter. Distribution media is used to spread the 

wastewater evenly across the width of wetland. 

3.1.3 Inlet : 

It is a component which allows the entry of water in the 

storage basin of the constructed wetland. It is provided in 

the form of PVC pipe with the perforations at the entrance 

to allow the water to pass uniformly. 

3.1.4 Outlet : 

It continues with the line of inlet pipe provide with the 

perforations same as that of inlet pipe to allow the treated 

water to pass outside from the wetland system. 

 

IV. OPERATION, MAINTENANCE AND 

MONITORING: 

 

4.1 Operation of CW: 

Wastewater which is arises from any source whether it may 

be industrial or domestic is first of all settled in a settling 

tank so that sewage effluent is precipitated at the bottom of 

the settling tank and the wastewater at the top most surface 

is incorporated in the CW through the inlet and outlet 

arrangement. As the water pass through the inlet pipe 

through perforations is allow to flow uniformly so that 

continues flow of water is maintained and the microbes 

which are present in wastewater bring out the decomposition 

of organic matter which latter on after the completion of 

required design period gets completely vanished from the 

wastewater due to continuity of flow and gives treated 

water. 

4.2 Maintenance and Monitoring of CWTS : 

In CWTS it is important to set water depth to control 

structures. Schedule for cleaning and maintaining inlet and 

outlet structures, valving, and monitoring devices which 

helps to smooth running of the system. Proper Schedule for 

inspecting embankments and structures for damage. 

Maintenance and Monitoring plan of CWS should involves 

a sufficient depth of sediment accumulation before removal 

is required. Operating range of water levels, including 

acceptable ranges of fluctuation of water flow. The 

supplemental water source to be used to ensure adequate 

water levels during operation. 

 

V. CONCLUSION  

 

CWTS is sustainable, effective and productive approach to 

improve the present status of vegetation. CWTS is the best 

solution to remove  contaminant and microbes from the 

wastewater. This system gives maximum efficiency when it 

is properly constructed, maintained and operated. It is cost 

effective system which does not require any external water 

pumping system as it works by gravity. CWTS is best 

alternative over the conventional wastewater treatment like 

activated sludge process, bio-tower, etc... 
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Abstract- Technological Advancement, & improved management system, bring out the necessity of improvement as well as 

development in the construction phase. Construction and demolition waste is the today's major problem faced by the developing 

countries like India. Government is also actively participating in this field to reduce the huge impact of construction and demolition 

(C&D) waste on environment. The term wastage in case of a construction and demolition refers to the variation between estimated 

and actual consumption of an individual item and total consumption of the inputs in construction project. It is necessary to bring 

about a new way of working and thinking in order to reduce the wastage of materials and convert it into another alternative and 

usable form. So that it requires implanting modern technology to improve productivity in construction waste Management. 

 

Key Words: Construction and Demolition (C & D), Wastage of Materials, Technology, Impact, Input. 

 

I. INTRODUCTION 

 

Construction and demolition (C&D) waste is obtained from 

construction, renovation, repair, and demolition of houses, 

large building structures, roads, bridges, piers, and dams and 

other repairing and renovation works. C&D waste is 

generally consist of wood, steel, concrete,  masonry, plaster 

& metal. The total quantum of C&D waste generated in 

India is estimated to 11.4 to 14.69 million tonnes per annum 

(TIFAC, 2000). The concrete, brick and masonry together 

constitutes more than 50 per cent of the total C&D waste. 

This shows the importance of Management of C&D waste. 

Excessive production, improper handling, improper storage, 

manufacturing defects are the main cause of wastage of 

materials. Many researchers suggested that the main aim of 

this research work is to improve existing situation of C&D 

waste and manage it properly, especially in the construction 

of new residential buildings.  

1.2 Methodology: The methodology that is to be adopted in 

this work, is to carry out a detailed literature study along 

with the site observation.  

1.3 Construction and Demolition Wastes  

In addition to this it also includes the materials generated as 

a result of natural disasters such as flooding, earthquake. 

Construction and demolition waste can be classified into 

two components; major components includes cement 

concrete, bricks, cement plaster, steel from RCC, doors & 

windows roofing support systems, rubble, stones, timber etc. 

and minor components includes conduits, GI pipes/Iron 

pipes/Plastic pipes, electrical fixtures, panels, glass etc. 

Components of C&D debris include materials such as 

concrete, wood, brick, metals. Demolition wastes are much 

larger in volume than the construction wastes. Construction 

wastes are mainly leftovers from new construction materials 

like cut-offs, damaged materials, packaging waste, used 

materials during construction. 

 

1.4 Overview Of Construction And Demolition Waste  

The disposal of C&D wastes is becoming a major concern in 

the recent years. The wastes are being disposed off 

improperly and illegally in order to avoid transportation and 

tipping costs. Farm land, prime residential areas, pits and 

low lying areas have become disposal sites. These illegal 

dumping to landfills mainly threats to ground water 

contamination. It is estimated that the construction industry 

in India generates about 10-12 million tons of Construction 

and Demolition (C&D) waste annually. With rapid 

urbanization the quantum of C&D waste is ever increasing 

and needs urgent attention.  Construction Waste 

Management is an aspect of Sustainable Development, 

which is fuelled by the growing concern for the effect of 

man’s activities on the environment. The management of 

Construction processes to reduce, reuse, recycle and 

effectively dispose of wastes has a serious bearing on the 

final cost, quality, time and impact of the project on the 

environment. poor understanding of waste management 

leads to the wastage of materials and most companies did 

not have a policy on Material Waste Management. It also 

includes incidences of wastages in labour and energy used 

in construction works. However, material waste has been 

recognized as a major problem in the construction field that 

has important implications both for the efficiency and for 

the environmental impact of construction projects. In an 

Indian construction industry huge amount of construction 

and demolition waste is generated due to improper 

management strategy.  

 

A. Benefits of C&D Waste Recycling  

C&D waste recycling bring out the necessity of  new way of 

working and thinking. It generates a new employment 

opportunities in recycling industries and also solve the 

problem of illegal dumping of such a huge amount of 

material directly to the landfill. Recycling of C&D waste 

saves energy and also reduces the environmental impact. A 
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lot of money can be saved by reducing the project disposal 

costs, transportation costs and the cost of new construction 

materials by recycling old materials onsite. 

 

B. Environmental Benefits of Recycling Construction 

and Demolition Waste 

The environmental benefits of recycling construction and 

demolition waste are considerable pollutants and 

contaminating agents which are responsible for ground 

water contamination and also hazardous to environment are 

removed and avoided through the process of recycling.  

1.5 C AND D WASTE MANAGEMENT INCLUDES 

FOLLOWING STEPS.  

1. Storage and segregation: C&D wastes should be 

deposited/collected at source or place of generation. If they 

are Separation can be carried out at source during C&D 

activities or it can be achieved by processing the mixed 

material to remove the solid wastes. Separation at source is 

most efficient in terms of energy utilization, cost and time.  

2. Collection and transportation: The time taken for 

handling (loading and unloading) large volumes of wastes 

should be kept to minimum by using front-end loaders and 

trucks.  

3. Recycling and reuse: The growing population and 

requirement of land has reduced the availability of land for 

C&D waste disposal. Reuse and recycling are important 

strategies for management of waste. Other reasons that 

support the adoption of these strategies are reduced 

extraction of raw materials, reduced transportation cost, 

improved profits and reduced environmental impact. To 

conserve the conventional natural aggregate for other 

important works, all fast exhausting sources of conventional 

natural aggregate has demanded the use of recycling/ reuse 

technology. 

4 Disposal: These material can be used for filling or 

levelling of low-lying areas. In the developed countries, 

special landfills are created for inert waste, which are 

normally located in abandoned areas. Construction & 

Demolition (C&D) Waste Management Plan should identify 

the construction and demolition waste materials that will 

likely be generated on a building site; the procedures that 

will be used to collect and sort the waste materials on site; 

how will the waste material be transported from site; the 

location to which the materials will be hauled; how the 

materials will be reused or recycled. 

1.6 C&D Management Practices Followed In India: Delhi ( 

India's First Construction     and Demolition Waste 

Management Plant). ( Article : Times of India Published on 

Jul 7, 2015) 

It is India’s first large scale operational C&D recycling 

facility. Delhi Government take an initiative to manage the 

construction and demolition waste This Plant was set up in 

2009 by Municipal Corporation of Delhi (MCD) through 

PPP in collaboration with IL&FS Environmental 

Infrastructure & Services Ltd. As Delhi grows, the 

infrastructure projects like construction of roads, flyovers, 

metro routes generate large quantities of Construction & 

Demolition (C&D) waste. This increases further due to the 

vertical growth in the residential. The city of Delhi itself 

generates 4000 to 5000 Tons Per Day (TPD) of C&D waste. 

1. The plant produces fine sand, dust and other building 

construction materials like pavement blocks and curbs 

stones. The land for establishing the plant is provided 

by MCD in Burari, North of Delhi for a period of ten 

years.  

2. The processing fee for C&D Waste is about INR 205 

per ton. The city has been divided into three zones for 

collection of waste- Karol Bagh, Sadar-Paharganj and 

the City zone. 

3. All vehicles used for the facility have been equipped 

with GPS. IEISL commitment to the project is about 

INR 23 crore inclusive of INR 8 crore capital 

investments. The capital expenditure incurred by the 

project is proposed to be covered over a period of 10 

years by deriving value from the processed C&D 

Waste. 

    

II. CONCLUSION 

 

 The Proposed site is located in the Pune City which 

involves a demolition of residential house & 

construction of new structure on the same place 

that is redevelopment work.  

 From the site observation it is clear that, the waste 

prevention and minimization should be the first 

priority, because at present, no such a management 

practices followed  in order to reduce the impact of 

such a huge amount of waste arises in the 

construction field. 

 The amount of Demolished materials such as 

concrete, bricks, reinforcement that is arises on site 

is generally dumped or sold on the lump sum basis 

& no one is carried out a proper demolition plan for 

the wastage of such a material. Therefore it is a 

necessary to adopt the best practices so as to reuse 

and recycling of  the demolition materials for 

example, use of recycled materials for site 

clearance, use of waste debris for plinth filling 

,road construction works etc.  

 Use of recycled materials reduces the quantities of 

waste which ultimately needs to be land filled. The 

effort should be to prevent waste generation and 

also to reduce the amount of waste generated 

during the construction.  

 The contractors should plan the construction process 

to eliminate or reduce waste. 
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 They should be responsible to minimize the volume 

arising in the site, use the reclaimed materials in 

the works and influence wastage caused by poor 

materials handling.  

 Management Practices should be followed before the 

actual commencement and execution of the work at 

site, this may leads to proper and effective 

completion of project with less distraction of 

unwanted construction waste. 

 
Fig 1: Demolition of Slab on Site  

          

 
Fig 2: Demolished Material of Staircase 
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Abstract- The classic Fibonacci numbers have been used as in different sciences. The Fibonacci number is famous for possessing 
wonderful and amazing properties. In this paper, we present identities involving common factors of Fibonacci-Like, Fibonacci and 
Lucas numbers. Binet’s formula will employ to obtain the identities. 
 
Key Words: Fibonacci numbers, Fibonacci-Like numbers, Lucas numbers, Binet’s formula. 
 

1. INTRODUCTION 
 
There are a lot of identities of Fibonacci and Lucas numbers 
described in [7]. Thongmoon [14], defined various identities 
of Fibonacci and Lucas numbers.  Singh, Bhadouria and 
Sikhwal [11], present some generalized identities involving 
common factors of Fibonacci and Lucas numbers. Gupta and 
Panwar [2], present identities involving common factors of 
generalized Fibonacci, Jacobsthal and Jacobsthal-Lucas 
numbers. Panwar, Singh and Gupta ([9], [10]), present 
generalized identities involving common factors of 
generalized Fibonacci ( &k kV U ), Jacobsthal and jacobsthal-
Lucas numbers and related identities. 
Singh, Sikhwal, and Bhatnagar [12], defined Fibonacci-Like 

sequence by recurrence relation 1 2 , 2k k kS S S k                                                
(1.3) 

0 12, 2with S S  .                

The associated initial conditions 0S and 1S  are the sum of 
the Fibonacci and Lucas sequences respectively, i.e. 

0 0 0S F L   and 1 1 1S F L  .  
Natividad [8], Deriving a Formula in solving Fibonacci-Like 
sequence. He found missing terms in Fibonacci-Like 
sequence and solved by standard formula.  
Gupta, Panwar and Sikhwal [4], defined generalized 
Fibonacci sequences and derived its identities connection 
formulae and other results. Gupta, Panwar and N. Gupta [3], 
stated and derived identities for Fibonacci-Like sequence. 
Also described and derived connection formulae and 
negation formula for Fibonacci-Like sequence. Singh, Gupta 
and Panwar [13], present many combinations of higher 
powers of Fibonacci-Like sequence. In this paper, we 
present identities involving common factors of Fibonacci-
Like, Fibonacci and Lucas numbers.  

2. PRELIMINARIES 
 
Before presenting our main theorems, we will need to 
introduce some known results and notations. 
The sequence of Fibonacci numbers nF , [7], is defined by 

1 2 0 1, 2 0, 1n n nF F F n with F F            (2.1) 
The sequence of Lucas numbers nL , [7], is defined by 

1 2 0 1, 2 2, 1n n nL L L n with L L             (2.2)                 
The sequence of Fibonacci-Like numbers kS , [12], is 
defined by 

1 2 0 1, 2 2, 2k k kS S S k with S S          (2.3) 
 
The Binet’s formula for Fibonacci-Like sequence is given 
by 

1 1
1 2

1 2

2
k k

kS
   

    
                                             (2.4)  

where 1 2&  are the roots of the characteristic 

equation 2 1x x  and  

1 2
1 5 1 5

2 2
and 

        . 

 
3. MAIN RESULTS 

 
Fibonacci-Like sequence is similar to the other second order 
classical sequences. In this section we present identities of 
the Fibonacci-Like sequence (2.3) and we describe and 
derive the identities of common factors of Fibonacci-Like, 
Fibonacci and Lucas numbers. We shall use the Binet’s 
formula for derivation. 
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The few terms of the Fibonacci-Like sequence are 2, 2, 4, 6, 
10, 16, 26 and so on. 
 
Theorem1: 4 1 2 2 2 12 , 1k k kS S L where k        (3.1) 
Proof:         

  2 1 2 1 2 1 2 1
2 2 2 1 1 2 1 2

1 2

2 k k k k
k kS L    
      

                          

 4 4 2 1
1 2

1 2 1 2

2 k k                
                        

   
2 2

4 4 1 2
1 2

1 2 1 2 1 2

2 2k k   
           

 

4 1 2kS    
This completes the proof. 
 
Corollary1.1: 1For k  ,   

 2 2 2 1 42 1k k kS L F                                                (3.2) 
 
Theorem2: 4 2 2 2 22 , 1k k kS S L where k          (3.3)    
Proof: 

  2 1 2 1 2 2
2 2 2 1 2 1 2

1 2

2 k k k k
k kS L  
     

                           

 4 1 4 1
1 2

1 2 1 2

2 1 1k k                
        

          

   
4 1 4 1 2 1
1 2

1 2 1 2 1 2

2 2k k    
           

 

4 2 2kS    
This completes the proof. 
 
Corollary2.1: 1For k  ,   

 2 2 2 4 12 1k k kS L F                                               (3.4) 
 
 
Theorem3: 4 3 2 3 22 , 0k k kS S L where k         (3.5) 
Proof:          

  2 2 2 2 2 2
2 3 2 1 2 1 2

1 2

2 k k k k
k kS L  
     

                         

    4 2 4 2 2 2
1 2 1 2

1 2

2 k k      
                             

   4 2 4 2
1 2 1 2

1 2

2 2k k      
                               

4 3 2kS    
This completes the proof. 
 
Corollary3.1: 0For k  ,   

 2 3 2 4 22 1k k kS L F                                              (3.6)  
 
Theorem4: 4 4 2 2 2 22 , 0k k kS S L where k      (3.7) 
Proof: 

  2 1 2 1 2 2 2 2
2 2 2 2 1 2 1 2

1 2

2 k k k k
k kS L    
      

 
                               

    4 3 4 3
1 2 1 2

1 2

2 k k      
       

 4 3 4 3
1 2

1 2

2 2k k    
                                             

4 4 2kS    
This completes the proof. 
 
Corollary4.1: 0For k  ,   

 2 2 2 2 4 32 1k k kS L F                                            (3.8) 
 
Theorem5: 4 2 2 1 2 12 , 0k k kS S L where k      (3.9) 
Proof:   

  2 2 2 1 2 1
2 1 2 1 1 2 1 2

1 2

2 k k k k
k kS L  
      

                            

    4 1 4 1
1 2 1 2

1 2

2 k k      
 

 4 1 4 1
1 2

1 2

2 2k k    
                                 

4 2 2kS    
This completes the proof. 
 
Corollary5.1: 0For k  ,   

 2 1 2 1 4 12 1k k kS L F                                           (3.10) 
 
Theorem6: 

4 2 1 2 12 , 0k k k kS S L L where k                       (3.11) 
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Proof:           

    2 1 2 1
1 2 1 1 2 1 2 1 2

1 2

2 k k k k k k
k k kS L L  
        

                               

  2 2 2 1 2 1
1 2 1 2

1 2

2 k k k k     
   

 4 1 4 1
1 2

1 2

2 2k k    
                               

4 2 2kS    
This completes the proof. 
 
Corollary6.1: 0For k  ,  

 1 2 1 4 12 1k k k kS L L F                                        (3.12) 
 
Theorem7:  

4 1 2 1 2 24 4 5 , 0k k kL S S where k                    (3.13) 
Proof:           

 
   2 2 2 1 2 1

2 1 2 2 1 2 1 22
1 2

205 k k k k
k kS S  
      



 2 1 2 1
1 2 1 24 k k     

   4 1 4 1
1 2 1 24 4k k                                    

 4 14 1kL    
This completes the proof. 
 
Theorem 8:  

4 4 2 3 2 12 , 0k k kS S L where k                       (3.14) 
Proof:    

  2 2 2 2 2 1 2 1
2 3 2 1 1 2 1 2

1 2

2 k k k k
k kS L    
      

                           

    2 1 2 14 3 4 3
1 1 1 2 2 1 2 2

1 2

2 k kk k        
  

 4 3 4 3
1 2

1 2

2 2k k    
                               

4 4 2kS    
This completes the proof. 
 
Corollary 8.1: 0For k  ,   

 2 3 2 1 4 32 1k k kS L F                                           (3.15) 
 
Theorem 9: 
 4 3 2 3 2 24 4 5 , 0k k kL S S where k                 (3.16) 

Proof:          

 
  2 2 2 2 2 1 2 1

2 3 2 2 1 2 1 22
1 2

205 k k k k
k kS S    
      

                               

    2 14 3 4 3
1 1 2 1 2 24 kk k                                      

   4 3 4 3
1 2 1 24 4k k                                    

 4 34 1kL    
This completes the proof. 
 

4. CONCLUSION 
In this paper we have derived many identities of common 
factors of Fibonacci-Like, Fibonacci and Lucas numbers 
with the help of their Binet’s formula. The concept can be 
executed for generalized Fibonacci sequences as well as 
polynomials.  
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Abstract- In many places,the municipal garbage bins are overflowing and they are not cleaned at time.This unhygienic condition 

affects the lifestyle of citizens.The proposed system is about IOT based garbage Monitoring System using INTEL GALILEO 

GEN2. An Ultrasonic Sensor is used for detecting whether the trash can is filled with garbage or not and it is installed at the top 

of Trash Can and will measure the distance of garbage from the top of Trash can and we can set a threshold value according to the 

size of trash can.Then the status of the bin is sent to the government officials through ubidots platform). With respect to the 

distance sensed by the ultrasonic sensor the level of the bin will be displayed in LCD, Accordingly the backlight of LCD changes. 

 

I. INTRODUCTION 

 

We are experiencing a fast development of smart cities 

where cities around the world are on the run to become 

smarter, due to this development the waste quantity increases 

day by day . It has to be taken into care by the authorities and 

should think what method can be followed to overcome this. 

This project will help to eradicate or minimize the garbage 

disposal problem. The Internet of Things (IoT) is a recent 

communication paradigm that envisions near future, in which 

the objects of everyday life will be equipped with 

microcontrollers, transceivers for digital communication, and 

suitable protocol stacks that will make them able to 

communicate with one another and with the users. The waste 

management has to be done instantly else it leads to irregular 

management which will have adverse effect on nature. The 

Smart waste management is compatible mainly with concept 

of smart cities. 

 

II.LITERATURE SURVEY 

 

In International Research Journal of Engineering and 

Technology (IRJET) paper titled "Garbage Bin Monitoring 

System for Dry Waste" they have used android application 

from which the user will get the data but for this application 

,user will need internet throughout to check the status of the 

bin.[1] 

 

In paper titled Waste Bin Monitoring System Using 

Integrated Technologies by Kanchan Mahajan and 

Prof.J.S.Chitode,they have used ARM 7 microcontroller to 

read real time data and have used zigbee wireless technology 

to send data to user.Even though clock speed of ARM 

controller is rising, they are still low and multicore chips are 

also not available.Zigbee technology requires knowledge of 

the system for the user to operate zigbee devices.The data is 

also not secure like wifi based secured system.[2] 

 

In paper titled "Internet of Things: Chal-lenges and State-of-

the-art solutions”, describes that the level of garbage in the 

dustbins is detected with the help of Sensor systems, and 

communicated to the authorized control room through GSM 

system. Micro controller is used to interface the sensor 

system with GSM system. A GUI is also developed to 

monitor the desired information related to the garbage for 

different selected locations.[3] 

 

In paper titled “A new secure SIM-card based RFID reader” 

describes the use of RFID technology which has become 

convenient and its manufacturing cost is also low, but it also 

threatens security and privacy of individuals and 

organizations [4] 

 

III.PROPOSED ARCHITECTURE 

 

The main aim of the project is to design a smart system 

which would notify the officials about the current status of 

various garbage bins in the city automatically, would have 

real-time monitoring capabilities, which would be remotely 

controlled using IoT techniques.The ultrasonic sensor is 

interfaced with Intel, suitably programmed with and attached 

to the lid of the dustbin. The ultrasonic sensor uses the high 

frequency sound pulse with the time difference between 

sending and receiving pulse to determine the distance to an 

object.The distance measured and level of garbage in the bin 

is determined and this data is pushed into the IOT cloud 

(Ubidots) in the form of data. This data can be accessed by 

an operator user who has rights like checking status of all 

bins, deploying collection vehicles and generating data 

analysis report. The status of the bin is notified to the public 

through LCD which is interfaced with intel board. The level 
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of the garbage is displayed on the LCD along with which the 

backlight of LCD will also change. The garbage level 

indications are as follow 

 

 
Fig.1.Block diagram 

  

 
Fig.2.System flow 

 

 

 
 

 

 

IV.IMPLEMENTATION 

 

A.The distance sensed by the ultrasonic sensor is displayed 

in ubidots platform which is indicated by gauge meter. 

 

 
Fig.A 

 

B.According to the given condition the value was sent 

through mail. 

 

 
Fig.B 

 

C.The status of the bin is displayed in the LCD.As the sensed 

value falls in medium level, the level displayed is medium 

and the backlight is blue. 

 

 
Fig.C 
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V.PROPOSED MODEL 

 

The proposed model consists of following hardware and 

software requirements, 

 

Hardware requirement: 

Intel Processor- In this project we have used “Intel Galileo 

gen2”.It is 32-bit Intel Pentium processor operating at speed 

upto 400MHz .It supports shields that operate at 3.3V or 

5V.It consist of 14 digital I/O pins and 6 analog input pins. 

 

Ultrasonic Sensor- In this project we have used HC-SR04 

Ultrasonic sensor. It emits ultrasonic waves at 40,000Hz 

which travel through air and reflects back to the sensor if 

obstacles or objects are kept in its path. It can measure 

distance from 2cm to 4meters. 

 

LCD Display- In this project we have used Groove LCD 

RGB backlight. It is 16x2 LCD display and operates at 5V. 

Its main feature is RGB backlight. 

 

Software requirement: 

Ubidots- Ubidots offers a platform for developers that 

enables them to easily capture sensor data and turn it into 

useful information.We use the Ubidots platform to send data 

to the cloud from any Internet-enabled device. Eclipse- 

Eclipse is an integrated development environment (IDE) 

used in computer programming, and is the most widely used 

Java IDE.It contains a base workspace and an extensible 

plug-in system for customizing the environment. 

 

VI.CONCLUSION 

 

This paper has described the development of a smart garbage 

monitoring system, which is based on INTEL.There is no 

heating effect observed in INTEL.It can be used 24X7 unlike 

Raspberry Pi,arduino. It is very useful in improving the 

efficiency of solid waste disposal management especially in 

the flat residential areas, where the garbage piles at the bins 

are one of the residents major concerns owing to its ability to 

continuously measure the garbage level in the bin and 

alerting the municipality for immediate collection.The 

proposed system is suitable to be implemented in all flat 

residential areas, due to its practicality, reliability and 

reasonable cost.This project supports real time data 

transmission and access and it supports „Swacch Bharat 

Abhiyan‟ mission. 
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Abstract- Due to the rapid growth in urbanization, metropolitan cities are facing a common problem of waste management and 

Managing the waste has been the top most priority for ecologically sustainable environment. The primary problem faced is the 

overflow of the dustbin which has degraded the standard of living. To overcome this situation a low cost low power efficient smart 

waste management has to be developed. It is very necessary to keep the environment clean and hygienic. So our project “Solar 

powered Smart dustbin” will definitely help to eradicate the disposal problem. These dustbins are interfaced with Node MCU 

based system having various sensors, solar panel along with central system showing current status of garbage which is mobile app 

by using Wi-Fi. Hence the status will be updated real time on the app. The main aim of this project is to reduce human resources 

and efforts along with the enhancement of a smart city vision. Our project has overcome the difficulties which were faced while 

managing the waste by using low cost low power robust hardware, renewable energy as well as effective dynamic routing 

 

Index Terms—App, IOT, Garbage level, Sensor, Solar power, Supply. 

 

I. INTRODUCTION 

 

Our project “Solar Powered smart dustbin” is based on the 

IOT. Internet is one of the most important and transformative 

technology ever invented. The internet of things (IOT). Is 

evolution of mobile, home and embedded application that are 

being connected to the internet integrating great capabilities 

by analyzing and extracting the data and then acting upon it. 

All the components we use can be controlled and monitored 

by using IOT. These devices uses sensors to communicate 

with each other across the internet. This paper aims in 

structuring a state of the art review on IOT. Smart Dustbin 

works with a combination of ultrasonic sensor, gas sensor 

that indicates the waste level as well as if there is a presence 

of smoke or gas. These sensors will analysis and will send 

the data to the Node MCU with the help of Wi-Fi. The Node 

MCU will processes the data and then sends it to a server. 

The output will be displayed on the mobile app. The waste 

collection services are often provided by the government 

authorities where the worker manually checks and collects 

the waste. So our project will help ease the work of these 

authorities. 

 

II. LITERATURE SURVEY 

 

This paper [1] is a survey based on Smart Garbage 

Management in Cities using IOT. This survey involves 

various smart garbage management ideas that can be easily 

implemented. Keywords: -Sensors, Microcontroller, GSM, 

GUI, IOT, Internet, Android app. 

 

This paper [2] proposes a method to keep cleanliness in the 

society. Here, ultrasonic sensors are used for checking the 

level of garbage in the dustbins and communicated to the 

concerned authority via GSM System. MCU is used to  

 

 

interface the sensors with GSM. A GUI is also developed to 

monitor the required info related to the waste for different  

locations. This system also helps to monitor if any reports are 

fake and hence can reduce the corruption in the management 

system. 

 

The paper [3] proposes a method where a trashcan is 

interfaced with MCU having IR wireless system along with 

central system indicating real time status of garbage on 

mobile, web browser. There by to reduce human resources 

and efforts. Considering the urbanization, the smart garbage 

bin can be a expensive but considering the amount of 

overflow of dustbin in India, it has become a necessity. 

Weight sensor is used for detection of amount of garbage in 

dustbin. The drawback is it detects only the weight of the 

waste and not the level of it. The message can be sent 

directly to the Municipality instead of contractor. 

The paper [4] is on a transportation model for solid waste 

collection details on waste storage and management. This 

was proposed for the city of Asansol. The aim was to 

schedule the trucks on selected collection routes. The data 

from bins was processed in the DSS and then sent to 

concerned authority of the management department in a 

particular place and to road police. It is combined with 

dynamic algorithm to max the efficiency of waste 

management. 

 

This paper [5] proposes a model for smart cities. Infrared 

sensor (IR sensor) is which can detect the level of garbage. 

IR sensor emits the light, which is invisible to naked eye but 

the electronic components can detect it. Sensor senses level 

of the bin. The GUI gives the output of what level of garbage 

is filled. Sensor senses level of the bin. It gives the output of 

what level of garbage is filled. When the level of garbage 

reaches above the threshold level in the bin, then LED placed 

at the certain location of the bin starts to blink. When the 
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blinking LED is clicked, a display pops up showing the 

given location of the bin, bin status, the time and date at 

which bin gets filled, cell phone number and the text to send 

to the concerned authority. The drawback is that this system 

does not ensure trash will be cleaned within a given date and 

transportation is also another issue. 

 

This paper [6] is a proposed model of garbage management 

using IOT for Smart Cities for waste management. 

Ultrasonic sensors are used which communicates with 

authority through GSM module. The main difference is that 

it features MATLAB based GUI. There is a requirement for 

slave and master units. The circuit is placed on the top of 

trash can. Ultrasonic sensor is interface to arduino uno board 

and it indicates it via GSM module. In Master unit, as soon 

as SMS is received it will indicate the approximate 

percentage of garbage in the trash can and inform the cleaner 

of the floor. 

 

III. PROPOSED SYSTEM 

 

The block diagram shows different hardware and software 

component which are used in creating the system. The 

project module is divided into two parts the hardware and the 

software. Here, the hardware is used for monitoring and 

detection and whereas software that is the app is used for 

displaying the output. The sensor based smart dustbin will 

the monitor and detect the level of garbage present in the 

dustbin. The part of monitoring and detection is done by the 

ultrasonic sensor which is place on the top of the lid. Not 

only it will detect the level of waste but it will also 

simultaneously detect presence of smoke or gas. The 

detection is done by the gas sensor. These sensors are 

wirelessly integrated with the microcontroller. So the data 

will be sent to microcontroller via Wi-Fi. The 

microcontroller will process the data and then sends it to the 

server. 

 

Now the server then forwards the data on our app which is 

accessible on mobile phone. Our app displays real time status 

of the dustbin. In case, the level of the dustbin filled with 

garbage is over 70% or if there is any presence of smoke 

then it will alert the person about it via the app. Not only that 

but it will also show the location where the dustbin is about 

to overflow and will guide the user with minimal route to 

reach there.The highlight of this project is that the whole 

system will be powered by the solar energy. The supply 

module in the system consist of 2x 2000 MAH rechargeable 

battery. The power circuitry for this module is created in 

such a way that on battery will power the module while the 

other be kept for charging. 

 

i. Block diagram 

 
 

ii. Flowchart 

 
 

IV. EXPERIMENTAL SETUP 

 

A. HARDWARE 

i. Node MCU 

Node MCU is the name of a microcontroller designed by 

Express it systems. Node MCU is programmed with LUA 

scripting. The ESP8266 itself is a self-contained Wi-Fi 

networking solution offering as a bridge from existing micro 

controller to Wi-Fi and is also capable of running self-

contained applications. This module comes with a built in 

USB connector and a rich assortment of pin out. With a 

micro USB cable, you can connect Node MCU Dev Kit to 

your laptop and flash it without any trouble, just like 

Ardiuno. 

 

 

ii. Solar Panel & Ultrasonic sensor 
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Figure 1 

 

The ultrasonic sensor can be consider convenient for testing 

the level of the garbage in the dustbin. An ultrasonic sensor 

will be placed on the interior side of the lid, the one facing 

the solid waste the threshold has been pre-decided by the 

user to prevent the bin from overflowing. As garbage level 

increases, the distance between the ultrasonic and the trash 

reduces. The MQ2 Sensor will give the output in the form of 

analog voltage. A threshold has already been set in the code 

that if the output value of the sensor is greater than 400, then 

buzzer will start to beep. If the output value is less than 400 

then the Buzzer will remain quiet. This will be displayed on 

the App as well. 

 

iii. Solar panel & GPS 

 
Figure 2 

It is a several combination of solar panel that convert light 

directly into electricity. As technology is increase day to day 

life the output should increase further. The conversion is 

done by using semiconductor material from which each solar 

cell is made. So that output energy can store easily using 

rechargeable batteries. Global Positioning System will be 

helpful for getting the location of the place where the bin is 

located. So it is convenient for the concerned authority to 

ease the collection process. 

 

B. SOFTWARE 

Mobile Application: There are three major components in the 

platform Blynk app allows to you create amazing interfaces 

for your projects using various widgets we provide. Blynk 

Server responsible for all the communications between the 

smart phone and hardware. You can use our Blynk Cloud or 

run your private Blynk server locally. Its open source, could 

easily handle thousands of devices and can even be launched 

on a Raspberry Pi. Blynk libraries for all the popular 

hardware platforms enable communication with the server 

and process all the incoming and out coming commands. The 

mobile application will show the status of our project on real 

time basis i.e. the output of the ultrasonic sensor and the gas 

sensor will be shown on this application. 

 

CONCLUSION 

 

In this project the system of IOT, for efficient and economic 

garbage collection, ultrasonic Sensor is introduced. The 

developed system provides database for trash collection time 

and waste amount at each location. We analyzed the 

solutions currently available for the implementation of IOT. 

In order to avoid overflowing of garbage from the trashcan 

hence have implemented this project. The traditional way in 

the residential area which either loaded the trash manually or 

with the help of loaders in municipality trucks. It will 

automatically monitor the trash level and send the data to 

concerned person. The APP based system for waste 

collection in smart cities will just upsurge the development 

of applications for city administrations, municipal staff. 
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Abstract- Nowadays, in order to meet the increased demand of electrical energy for industries, agriculture, domestic purposes etc., 

installation of Wind Energy farms is increasing at a faster rate to provide clean energy. However, energy production of wind farm 

is greatly influenced by the wake effect and due to intermittent, stochastic nature of Wind Turbine Generators (WTGs), the 

problem of stability rises in wind power output. In this paper, a methodology is proposed to reduce the impact of wake effect in the 

wind farm by providing a optimal layout scheme by considering the number of Wind Turbine Generators along with wind speeds 

and their directions.  A modified binary particle swarm optimization algorithm is used to solve the optimization problem to 

improve the reliability of generating system and reduce the power loss due to the wake effect with respect to the indicated 

measurement of parameters. A comparison is also made with and without wake effect in terms of reliability and losses. 

 

Index Terms— Wind Turbine Generators (WTGs), Wake-Effect, Modified Binary Particle Swarm optimization, Loss of Load 

Probabilities (LOLPs), Reliability, Expected Energy Not Served (EENS) 

 

I. INTRODUCTION 

 

The utilization of electrical energy demand is extensively 

increased since the population, industries etc., are  gradually 

increasing at a faster pace for the recent years. In order to 

meet the electrical demands of various industrial 

applications, Wind Energy has become one of the main 

renewable resources for the production of power. The 

utilization of Wind Energy also helps to reduce 

environmentally harmful emissions such as smoke, dust etc., 

[1]. As the wind power output mainly depends on wind 

speed and its direction, the problem of stability rises because 

of dynamic nature of wind power output over a short period 

of time. Also there is variation in wind speed for different 

Wind Turbine Generators because of Wake-Effect. Power 

loss due to wake effect ranges from 5% to 20% of the total 

power produced in the wind farm [2]. Therefore, it has 

become a great challenge to optimize the design of a wind 

farm to reduce the impact of the wake effect. 

 

Many mathematical models with different techniques have 

been developed and implemented for optimizing the wind 

farm layout with Wind Turbine Generators. But, the result 

may not be globally optimal as the optimization can be 

obtained by considering several layouts [6]. In the traditional 

method, each wind farm layout is subdivided into square 

cells such that WTGs are placed exactly in the center of each 

cell. Other than the center, WTGs are not allowed to be 

placed anywhere in the cell. As a result, the optimal layout 

may not be globally optimal solution [3]. To obtain the 

globally optimal a method is developed by employing the 

evolutionary algorithm.  

 

 

The main objective function considers maximizing the 

energy production of wind farms and minimizing the 

location of restrictions. But in the wake mode, the partially 

covered by the wake shade area upstream WTs over 

downstream WTGs and simulation technique has been used 

to evaluate the reliability of the wind farm with the 

consideration of a wake effect [4].  

 

In literature, it is identified that wake effect is not considered 

by optimal layout scheme of wind farm. In this paper, a new 

optimization method is proposed for the wind farm layout 

consisting of Wind Turbine Generators in order to increase 

the efficiency of the system, to maximize the equivalent 

energy production and to improve the reliability of power 

system. The method considers the distribution of the 

combined probability of wind speed along with its direction 

observed in the wind farm for the optimization of the wind 

farm layout. Depending on the wind direction, horizontal and 

deviating distances are calculated. Geometric analysis is 

carried out to calculate the deviating distances, horizontal 

distances, upstream areas and downstream areas. To locate 

the upstream and downstream wind turbines a technique is 

developed. The method aims working on the objective 

function to optimize the maximum equivalent power of the 

wind farm by employing the Modified Binary Particle 

Swarm Optimization. Evaluation of reliability indices with 

wake effect consideration is calculated.  

 

 

II. BASIC MODEL AND TECHNIQUE 

A. Wind Energy Model: 
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 The power output of Wind Turbine Generator 

depends on wind speed (V) which is given by  

 

Pa(V) =  

   {  

                                           

  (        )                                        
                                                                          

( ) 

where, 

    Pa                  = Power output of wind turbine generator 

    a, b and c      = Selection parameters which depends upon 

cut 

   in and rated speeds 

                        = Cut in wind speed 

                                           

                                            

 

B. Wake Effect Model: 

 

There is a variation in wind flow from upstream 

WTG to the downstream WTG because of wake effect. 

Wind farm energy is not only effected by wind speed but 

also by wind direction. 

  

Fig.1: Wake Effect Model 

 

A Jensen wake model [10] is used to describe the 

wake effect, in which wind speed that flows to the 

downstream turbine is given as: 

      Vꞌ =Vin[1-∑ (     
   √       ) (

 

    
)
 

(Asi/A)]     …(2)                

where, 

        k       = Wake reducing coefficient 

        Vin      = Input velocity  

        Ct        = Thrust coefficient 

         r      = Rotor radius of the wind turbine 

        A      =  r
2
 = swept area  

         Asi        = Shaded area  

         Nus
       

= Up-Stream wind turbine generators 

          h       = horizontal distance 

 

C. Modified Binary Particle Swarm optimization: 

 

In Particle Swarm Optimization [9], optimization 

can be achieved mainly by updating two functions, the 

function of updating the speed and the function of updating 

the position, the prior values of speed and position values 

are originally updated by the current speed and position 

values. Modified Binary Particle Swarm Optimization uses 

genotype-phenotype concept for the update of position 

along with mutation number [7].  

The update functions of Particle Swarm 

optimization changes as follows: 

 

         V(i,j) (t+1) = µV(i, j) (t) + a1R1 (p(best,i,j) – Xp(t)) +  

a2R2 (g(best,i,j) –Xp(t))                                

…(3) 

 

          Xg(t+1)   = Xg(t) + V(i,j) (t+1)                                      

…(4)   

                     

          Xp(t+1)   =  {
         ()   (  (   ))

         ()   (  (   ))
                     

…(5)                      

where, 

 (  (   )) = 
 

      (   ) 
 

V(i,j) (t)           = Velocity update function 

                                      

Xg                  = Genotype velocity update function 

Xp                  = Phenotype velocity update function 

gbest                =  Global best values 

pbest                     =  Personal best values 

S                    = Sigmoid function. 

 

III. METHODOLOGY: 

 

Installation of wind turbines in wind farm with 3.6MW 

identical Wind Turbine Generators [6] with cut-in speed 

(Vci), rated speed (Vr) and cut-out speed (Vco) of 4m/s, 

12m/s and 20 m/s, respectively is planned. Rotor radius of 

wind turbine generator is same as length of the blade which 
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is equivalent to 52m. In the wake model, thrust coefficient 

(Ct) is a function of wind speed, which is always provided 

by manufacturer [8]. The wake decreasing coefficient (kwake) 

is taken as 0.05. The mutation number (rmut) is 0.1 and the 

maximum number of iterations for mutation is set as 20. The 

Particle Swarm Size is set is taken as 40. The size of Wind 

farm is considered as 500 500 m
2
. The direction of wind is 

taken as   is equal to       

 

 Fig.2. Location of Wind Turbine Generators 

  From Fig. 2, it is observed that there are 3 cases to 

be evaluated. They are as follows: 

              Case1: Number of Wind Turbine Generators (n) are 

2 at their   respective locations. 

             Case2: Number of Wind Turbine Generators (n) are 

4 at their respective locations. 

             Case3: Number of Wind Turbine Generators (n) are 

5 at their respective locations.  

A. Method for determining WTG location and distance 

 

 For the given wind direction in Fig.3 WTG i is an 

upstream WTG of WTG j in the coordinate system. The 

deviating distance and horizontal distance are calculated as: 

 

For   0°< <360  : 

 Deviating distance (d) = 
|       (     )   |

√   (    ) 
                    ( )                       

 Horizontal distance (h) = 

√(     )
  (     )

         ( )    

 
Fig. 3. Horizontal and Deviating distances of two WTGs 

   

where, 

xi, yi is the location of WTGi and xj, yj is the location of 

WTGj in the coordinate system. 

             

 

B. The Average Annual Energy Production (AAEP):  

 

The Average Annual Energy Production is defined 

as total amount of electrical energy that is produced 

during a year. It is calculated as: 

 

                  AAEP= 
 

  
∑ ∑    (   )                   

   
  
     … (8)                                    

                                                                          

                    EP (i,t)= ∑ ∑   (     )                
   

    
              … 

(9)                                         

                                              

where, 

EP  = The Equivalent Power 

Nd    = Number of considered Wind directions 

Ns   = Number of considered wind speeds 

Nr   = Total Number of years analyzed 

 

C. The Wake Effect Index factor (WEI): 

 

The Wake Effect Index factor determines the 

accurate prediction of wind power and is given as: 

 

          WEI (%) = 
                      

          
 100        ...(10)     

                                          

         WEI is also used to evaluate the influence of wake 

effect on the wind farm. 

 

 

D. Reliability Analysis: 
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       There are certain Reliability indices of power system 

that must be calculated as follows: 

 

 

1. Loss of Load Probabilities (LOLPs): 

      

        During a given period, if the system demands exceeds 

the capacity, then LOLP gives the measure of probabilities 

of the exceeding demands. It is calculated as: 

 

                         (LOLPs) = ∑
     

                                     … 

(11) 

where, 

           pj     =  Capacity output probability 

           tj       =  Percentage of time when load exceeds 

remaining generation capacity [9]. 

 

2. Loss of Load Expectation (LOLE): 

 

          LOLE = Sum of 365 daily max LOLP’s (d/y)    … 

(12) 

 

3.  Expected Energy Not Served (EENS): 

 

       When the load exceeds the generation capacity of the 

system, then the expected energy that will not be served 

under these conditions is termed as Expected Energy Not 

Served. It is given as: 

                  

                 EENS = Cout  Pout  Tout    ...(13)    

 

 Cout =  Capacity out (MW) 

 Pout  =                              
 Tout  =  Time of capacity out                   

 

      

Algorithm for optimal layout of wind farm: 

 

Step1: Determine the limitations of wind farm layout size 

and  location of wind turbine generators. Set limits 

[xmin,xmax], [ymin, ymax]. 

Step2: Determine wind direction along with upstream and  

downstream WTGs. 

Step3: Calculate the Deviating distance (d) and Horizontal 

distance (h) between the wind turbine generators. 

Step4: Calculate the wind speed variation in front of each 

wind turbine generator considering the wake effect. 

Step5: Compute the Equivalent Power function and Energy 

production of farm by considering the wake effect. 

Step6: Calculate the Average Annual Energy Production 

[AAEP] of the wind farm. 

Step7:  Calculate the wake effect index (WEI). 

Step8: Reliability analysis is carried out to calculate the 

Reliability indices. 

Step9: Repeat the above steps until the optimization of wind 

  farm is achieved. 

 

 

IV. RESULTS AND ANALYSIS 

 

1. Annual Average Energy Production (AAEP) and 

Wake Effect Index (WEI): 

 

Considering the different cases with different 

number of turbines and placement locations, 

Horizontal and deviating distances are calculated first 

based on Eqn.(6) and Eqn. (7) and then maximum 

Equivalent Power is calculated from Eqn.(9). 

From the Eqn. (8), the AAEP with and without wake 

effect is calculated.  

 

Table 1. AAEP and WEI 

 

Number 

of wind 

turbines 

Annual Average Energy 

Production(AAEP) 

(MW/yr) 

 

 

Wake effect 

index 

WEI (%) 

Without 

wake 

effect     

With 

wake  

effect 

2 31616 31152 1.46 

4 63233 61441 2.83 

5 79402 76630 3.52 

 

A graph is plotted between the No. of Turbines 

in the wind farm to the Equivalent Power 

 

 
 

                 Fig. 5. No. of turbines vs Equivalent power 
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From Fig.4, the graph between No. of Wind Turbines to 

Equivalent power shows that there is increase in power loss 

due to wake effect. It is also observed that the power loss 

increases as the No. of Turbines increases. 

 

 

 
Fig. 6. No. of wind turbine generators vs Equivalent 

power with and without wake effect 

 

The deviation in the graph Fig. 5 shows that the 

AAEP with wake effect compared to without wake 

effect decreases with the increased number of turbines In 

the wind farm. 

 

1. Loss of Load Probabilities (LOLPs) and Expected 

Energy Not Served  (EENS) without wake effect: 

Number of Wind Turbines                 = 2 

Total capacity                                     = 7.2 MW 

Forced Capacity Out Rate (FCOR)    = 0.02 

= Unavailability 

(U’) 

Availability (A’)                                 = 1 – (U’) = 0.98 

 

Table 2. LOLPs and EENS values without Wake Effect 

Units 

Out 

Capacity 

(MW) 

      

      

Binomial 

distribution 

Individual 

probability 

Cumulative 

probability 

Out    In 

0 0 7.2 A’*A’ 0.9602 1.000 

1 3.6 3.6 2*U’*A’ 0.0391 0.0395 

2 7.2 0 U’*U’ 0.000412 0.000412 

After calculating the individual probabilities with 

capacities outages, capacity in the LOLPs and EENS 

without wake effect are calculated by using Eqn.(11) and 

Eqn.(12). 

       Expected Energy Not Served (EENS): 7008 MW/yr 

2. Loss Of Load Probabilites (LOLPs) and Expected 

Energy Not Served  (EENS) with wake effect 

Number of Wind Turbines    = 2 

Total capacity                       = 6.76 MW 

A1                                         = 0.98 

A2                                         = 0.86 

U1                                         = 0.02 

U2                                         = 0.14 

 

 

  Table 3. LOLP and EENS values with wake effect 

 

Unit

s 

Out 

Capacity 

(MW)  

 

Out       In 

Binomial 

distribution 

Individual 

probabilit

y  

Cumulativ

e 

probabilit

y 

0 0 6.7

6 

A1*A2 0.8428 1.0000 

1 3.6 3.1

6 

A1U2+A2U

1 

0.1544 0.1592 

2 6.7

6 

0 U1*U2 0.0028 0.0028 

 

After knowing the individual probabilities with 

capacities outages, capacity in the LOLP and EENS with 

wake effect are calculated by using Eqn. (11) and Eqn. (12). 

Expected Energy Not Served (EENS): 13227 MW/yr  

        
Fig. 7. Capacity in and outage (different cases) vs Loss of 

Load Probabilities 
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From Fig. 6 the depending on the availability and 

non-availability of the wind turbines in the wind farm the 

probability of the system varies. 

Table 4. Wake effect index (WEI) with Binary Modified 

PSO 

Numbe

r of 

turbine

s 

Annual 

Average 

Energy 

Production 

(MW/yr) 

Annual 

Average 

Energy 

producti

on- 

Modified 

Binary 

PSO 

(MW/yr) 

Wake 

effect 

index 

(%) 

Wake 

effect 

Index 

WEI _ 

Modifie

d Binary 

PSO 

(%) 

 

withou

t wake 

with 

wake 

2 31616 3115

2 

31211 1.43 1.28 

4 63233 6144

1 

61582 2.86 2.61 

5 79402 7663

0 

76829 3.522 3.14 

 

From Table. 4, it is observed that the wake effect 

index with the optimization technique calculated using the 

Eqns. (3),(4) and (5) is decreased.  

 

V. CONCLUSIONS 

 

It is observed that, wake effect has a significant 

role in reducing the maximum energy production of wind 

farm. The optimization is achieved for a wind farm by 

considering a wind energy conversion model and the wake 

effect using the Modified Binary Particle Swarm 

Optimization to maximize the wind energy production. In 

the wake model, wind shade, wind shear along with wind 

direction of arbitrary angels are considered.  Optimization 

method considers all wind directions by real wind farms so 

that the optimization efficiency is greatly improved. Results 

obtained shows that the proposed technique effectively 

reduces the wake effect, increases the energy production of 

wind farm, and improves the Reliability of system. 
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Experimental analysis of rotary friction welded 

joints of mild steel and evaluation of mechanical 

properties by varying basic parameters under 

normal and wet condition. 
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Abstract- Friction welding is an important solid state welding process that generates heat through mechanical friction between a 

rotating component and a stationary component. After heat generation phase an additional forging force is applied which 

completes coalescence. This paper incorporates the investigation of rotating frictional welding on mild steel example. Weld 

specimens were prepared on conventional lathe machine by variation of parameters like rpm of rotating specimen, friction and 

forging force applied. Another variation included in this study was welding under normal atmospheric conditions and welding 

under continuous stream of water. A special setup was designed and assembled for the force measurement on conventional lathe 

machine. Mechanical properties of joints were evaluated utilizing tensile test and hardness at heat affected zone. 

 

Index Terms— Rotary friction welding , rpm, temperature, time, friction and forging force 
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A new approach for determination of age of 

structures 
 

[1]
 Shrikant D. Gaikwad  

[1]
 PhD Scholar, College of Engineering, Pune, India 

 

Abstract- During last two decades, technology has evolved for more accuracy and utility and has become more user-friendly. At the 

same time engineering, especially civil engineering is facing challenges that cropped up recently. Major problem in modern civil 

engineering is how to determine the age of a structure: especially of RCC structure. After World War II, reinforced concrete 

replaced all traditional methods of house, building and bridge construction. Initially it was believed that concrete gains strength 

with passage of time and might last for centuries. But in the last four decades; it was observed that concrete ages over a period of 

time. Researchers all over the world identified and formulated many entities responsible for concrete ageing. Many destructive and 

non –destructive tests have been developed in order to assess the strength of concrete in place. But none of the tests have given 

perfect results. It is a question whether the properties like characteristic strength, modulus of elasticity, etc change with time or 

not. If yes, how can values of these changed properties be determined?  Moreover reinforced concrete is composed of two different 

materials viz., concrete and steel. Among the two, due to precise methods of production, steel is the most reliable for its specified 

qualities. Whereas concrete is produced as per requirement with mixed design-which is designed every time as per local material 

properties. Thus it becomes very difficult to determine characteristic strength and modulus of elasticity for concrete in place and is 

one of the biggest challenges today. Advancement in technology will help to determine and monitor these properties for RCC 

structures. Use of high quality sensors, strain gauges, data acquisition systems, and data processing softwares will help in resolving 

these issues. An interdisciplinary attempt will give a concrete solution to the problem. 
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VSI Based DSTATCOM for compensating 

Nonlinear and Unbalanced loads 
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Abstract- This paper presents study of distribution static compensator (D-STATCOM) for compensation of neutral current, 

source&PCC current harmonic distortion,  PCC voltage regulation and compensation of unbalanced current waveform for the 

three phase four wire nonlinear and  unbalanced load medium voltage distribution system. The proposed control algorithm is 

developed based on synchronous reference frame theory with PI controller. The obtained reference current signal from control 

algorithm is compared in hysteresis band current controller for better switching of D-STATCOM. The performance of system 

without & with D-STATCOM is also analysed and compared. The proposed control method is implemented on 11/0.4kv medium 

voltage distribution system and it is provided effective compensation for reactive power and harmonic distortion mitigation. The 

simulation results are obtained using MATLAB/SIMULINK.  

 

Keywords—Distribution static compensator (D-STATCOM), Synchronous reference frame (SRF) theory, PI controller, voltage 

source inverter (VSI), hysteresis current controller, harmonic distortion. 
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To Design Efficient and Reliable Smart Grid AMI 

for Meter Reporting Technique 
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Abstract- Due to the lack of automated scrutinizing, poor visibility, situational alertness and mechanical switches, today's electric 

power grid is getting older and unsuitable for twenty-first centu advanced metering infrastructure, communications, security, 

smart grid, smart meters. ry’s increasing demand for electricity. Besides, the global climate change and the greenhouse gas 

emissions on the Earth caused by the electricity industries, the growing population, one-way communication, equipment failures, 

energy storage problems, the capacity limitations of electricity generation, decrease in fossil fuels, and resilience problems put more 

stress on the existing power grid. Consequently, the smart grid (SG) has emerged to address these challenges. To realize the SG, an 

advanced metering infrastructure (AMI) based on smart meters is the most important key. A smart grid is an intelligent electricity 

grid that analyzes the distribution and consumption of electricity, which can be used to optimize the generation, distribution, and 

consumption of electricity. 

 

Index Terms— Advanced metering infrastructure, communications, security, smart grid, smart meters. 

 


