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PREFACE 

We cordially invite you to attend the International Conference on Multi-Disciplinary 

Research Studies and Education (ICMDRSE-19) which will be held at  Hotel Quality Inn 

Residency, Hyderabad, Telangana on June 28th -29th, 2019. The main objective of 

ICMDRSE-19 is to provide a platform for researchers, engineers, academicians as well as industrial 

professionals from all over the world to present their research results and development activities in 

relevant fields of Multi-Disciplinary Research Studies and Education. This conference will provide 

opportunities for the delegates to exchange new ideas and experience face to face, to establish 

business or research relationship and to find global partners for future collaboration. 

These proceedings collect the up-to-date, comprehensive and worldwide state-of-art knowledge on 

cutting edge development of academia as well as industries. All accepted papers were subjected to 

strict peer-reviewing by a panel of expert referees. The papers have been selected for these 

proceedings because of their quality and the relevance to the conference. We hope these proceedings 

will not only provide the readers a broad overview of the latest research results but also will provide 

the readers a valuable summary and reference in these fields. 

The conference is supported by many universities, research institutes and colleges. Many professors 

played an important role in the successful holding of the conference, so we would like to take this 

opportunity to express our sincere gratitude and highest respects to them. They have worked very 

hard in reviewing papers and making valuable suggestions for the authors to improve their work. We 

also would like to express our gratitude to the external reviewers, for providing extra help in the 

review process, and to the authors for contributing their research result to the conference. 

Since April 2019, the Organizing Committees have received more than 62 manuscript papers, and 

the papers cover all the aspects in Multi-Disciplinary Research Studies and Education. Finally, after 

review, about 21 papers were included to the proceedings of ICMDRSE-19 

We would like to extend our appreciation to all participants in the conference for their great 

contribution to the success of ICMDRSE-19 We would like to thank the keynote and individual 

speakers and all participating authors for their hard work and time. We also sincerely appreciate the 

work by the technical program committee and all reviewers, whose contributions made this 

conference possible. We would like to extend our thanks to all the referees for their constructive 

comments on all papers; especially, we would like to thank to organizing committee for their hard 

work. 
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I am delighted to be a part of “International Conference on Multi-Disciplinary Research Studies and 

Education(ICMDRSE-19)” and to interact with enthusiastic scientists and technologists gathering at 

Hyderabad, India from June 28th-29th, 2019.  

The present-day world is the result of pursuits for novel scientific and technical innovations by the 

intellectual scientific societies. Burgeoning research has resulted in remarkably enhanced and 

comfortable human life. However, the urbanization, industrial developments and other 

anthropogenic activities have resulted in the environmental catastrophe. In spite of breakthrough 
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Expert System for Patchouli Species 
[1] 

Dr. Sangeeta Ahuja 
[1] 

Scientist (S.S.)IASRI (CAR), New Delhi-12, INDIA 
[1] 

reach2san@yahoo.com         

 
Abstract:-- Patchouli (Pogostemon cablin) is normally propagated vegetative through stem cuttings. Number of factors such as 

climate, type of cuttings, rooting media, etc. governs the growth and survival of the saplings. Striking effects of different cutting 

lengths and cutting diameters on growth and survival were observed under Mist Chamber and Agronet shade conditions. The 

present study was conducted to come out with recommendations regarding appropriate ranges of cutting lengths and cutting 

diameters for optimum growth and survival of Patchouli in nursery stage. Through the efficient statistical computer algorithm 

RCDA by varying the different diameters and lengths, results are computed, tested and verified with the maximum survival and 

growth. The RCDA algorithm helped in processing of datasets into performance groups to better understand the effects of 

different diameters, lengths of cuttings on survival and growth of patchouli plant. 

 

Index Terms:  Precision Agriculture, Optimality, Irrigation, CV, RSquare, Efficiency etc. 

 
1. INTRODUCTION 

 

Patchouli (Pogostemon cablin (Blanco) Benth. syn P. 

patchouli Pellet var. suavis Hook.f.) belonging to the 

family Lamiaceae is an erect, well-branched, pubescent 

small aromatic bushy herb attaining a height of about 

0.5-1.2 m remaining in the field for about 3-4 years 

giving 3 or even more harvests of leaves annually. Its 

fragrant leaves containing very sweet smelling oil is of 

immense commercial importance. Patchouli is native to 

Philippine Islands and grown in a number of South East 

Asian Countries as commercial crop. Attributed with a 

number of cosmetic and medicinal properties, the plant is 

also used as insect repellant and as main ingredient in 

modern Aromatherapy. In view of the versatile 

commercial potential of Patchouli in Indian northeast 

region, there is need to optimize its production by 

extending the areas under cultivation as well as to 

increase the productivity by extensive research efforts. 

Out of the several ways to increase the productivity, 

standardization of site-specific nursery techniques is also 

considered most important. Keeping the fact in view, 

experimental trials on optimization of cutting size (in 

respect of length and diameter) of Patchouli were laid out 

to study the effect on its growth and survival in nursery 

stage. 

With a view to promote the large-scale cultivation of 

Patchouli, attempt has been made by various workers, to 

develop agropractices and agroforestry models under site 

specific conditions [2,3]. Cultivation trails had been 

undertaken by various workers under varying condition 

[4,5]. Possibility of growing this plant as an intercrop 

with some species viz., coconut, papaya, oilplam, rubber, 

Pinus sp etc. has also been explored [6]. According to [9] 

normally stem cuttings are used as propagating material.  

 

Three nodded cuttings had maximum rootability than two 

node cuttings in all types of cuttings.  In the present 

study, appropriate ranges of cutting lengths and cutting 

diameters for optimum growth and survival of Patchouli 

in nursery stage have been suggested. 

 

 II MATERIALS AND METHODS 

 

Modules (Computer Programs) have been developed for 

the expert system.  The technology is the Visual C# with 

.NET have been used. This platform and technology[10-

12] is suitable for software development. It utilizes 

various key features of object oriented technologies such 

as its ability to programme in an event driven operating 

system with great ease, write code for events 

automatically, optimize code capability for native 

platform, etc. The basic reason behind selection of this 

technology was its superior abilities for code reusability, 

inheritability, encapsulation, portability and modular 

development. The concept of various scripting languages 

have been used and this expert system is very easy to use 

and beneficial for everyone who is directly or indirectly 

related to this field.   

The material of the patchouli species has been taken from 

the real experiment data under mist chamber condition 

and under Agronet shade condition. 

Standard methods for vegetative propagation were 

adopted under mist chamber condition and under 

Agronet shade condition. Experiment was laid out in 

randomized block design (RBD). Each treatment was 

replicated four times and planted in root trainers under 

Mist Chamber and Agronet shade conditions (75:25). 

The mist was run for 10 seconds after every 30 minutes. 

The root trainers bearing the cuttings were taken out after 

20 days from the Mist Chamber to shade condition and 
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data were recorded on two parameters i.e. survival 

percentage and height increment.  All the computations 

have been done with the help of Expert System. The 

advanced computer algorithms with statistical techniques 

with innovative methologies have been utilized through 

Expert System. The best decision is also suggested by the 

expert system in order to increase the survival percentage 

of patchouli by keeping all the parameters into 

consideration. 

 

III EXPERIMENTAL ANALYSIS 

 

The real data of the experiment have been used and 

through the expert system the result have been analyzed 

and interpreted. The home page of the expert system is as 

shown in fig. 1. 

 
Fig.  1 Expert System for Patchouli Species 

 

Rigorous experimentation through the algorithms 

embedded  by varying the diameter, length and height 

with different sets of treatments with various conditions 

and situations and after implementation of statistical 

significant testing(Johnson andWichern,1979) and 

verified with the all quality measures with the survival 

(%) has been computed as shown in Tables. 

 

Representations 

Cutting diameters - D1 - 2mm, D2 – 4mm, D3 – 6mm  

Cutting lengths-L1 – 5cm, L2 – 7.5 cm, L3 – 10cm, L4 – 

12.5 cm 

The two conditions : Agronet Shade Conditions (T1), 

Mist Chamber Conditions (T2), Survival-WL (%) 

Survival With Leaves, Survival-WoL (%) Survival 

Without Leaves 

Condition 

 

Different 

Diameters 

No. of 

plants 

survived 

Survival 

% 

 Agronet T1 D1 54 75.000 

 Shade  

(T1) 

T1 D2 48 66.667 

T1 D3 54 75.000 

Mist 

Chamber 

(T2)    

T2 D1 66 91.667 

T2 D2 60 83.333 

T2 D3 54 75.000 

 

Table 1 : Effect of different diameters of leafy 

cuttings on Survival 

Condition 

Different 

Diameters 

No. of 

Plants 

Survived 

Survival 

% 

Agronet 

Shade  

(T1) 

T1 D1 56 77.778 

T1 D2 53 73.611 

T1 D3 66 91.667 

Mist  

Chamber 

(T2) 

T2 D1 56 77.778 

T2 D2 60 83.333 

T2 D3 53 73.611 

Table 2: Effect of different diameters of leafless 

cuttings on Survival 

 

Result through Expert System 

Performance Group 1 

Treatment 

Cluster 

Treat

ment 

Survival-WL 

(%) 

T2 D1 91.667 

T2 D2 83.333 

 

Performance Group 2 

Treatment 

Cluster 

Treatment Survival-

WL (%) 

T1 D1 75 

T1 D3 75 

T1 D3 75 
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Performance Group 2 

Treatment 

Cluster 

Treatme

nt 

Survival-WL 

(%) 

T1 D2 66.667 

Table Result 1: Effect of different diameters of leafy 

cuttings on Survival 

 

Performance Group 1 

Treatment 

Cluster 

Treatment Survival 

WoL 

(%) 

T1 D3 91.667 

 

Performance Group 2 

Treatment 

Cluster 

Treatment Survival 

WoL 

(%) 

T1 D1 77.778 

T2 D1 77.778 

T2 D2 83.333 

 

Performance Group 3 

Treatment 

Cluster 

Treatment Survival 

WoL (%) 

T1 D1 73.611 

T2 D1 73.611 

Table Result 2: Effect of different diameters of 

leafless cuttings on Survival 

 

Conditions 

Different 

 Lengths 

No. 

 Of 

 Plants 

Survived 

Survival  

% 

Agronet 

Shade 

(T1) 

T1 L1 61 84.722 

T1 L2 66 91.667 

T1 L3 55 76.389 

T1 L4 58 80.556 

Mist 

Chamber 

(T2) 

T2 L1 72 100.000 

T2 L2 72 100.000 

T2 L3 67 93.056 

T2 L4 61 84.722 

Table 3: Effect of different lengths of leafy cuttings on 

Survival 

Condition 

Different 

 Lengths 

No. of 

plants  

Survived 

Survival 

% 

Agronet 

Shade 

 (T1) 

T1 L1 44 61.111 

T1 L2 60 83.333 

T1 L3 48 66.667 

T1 L4 48 66.667 

Mist 

Chamber  

(T2) 

T2 L1 54 75.000 

T2 L2 53 73.611 

T2 L3 60 83.333 

T2 L4 66 91.667 

Table 4: Effect of different lengths of leafless cuttings 

on Survival 

 

Results through RCDA Algorithm  

Performance Group 1 

Treatment 

Cluster 

Treatment Survival-

WL (%) 

T1 L2 91.667 

T2 L1 100 

T2 L2 100 

T2 L3 93.056 

 

Performance Group 2 

Treatment 

Cluster 

Treatment Survival-

WL (%) 

T1 L1 84.722 
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T2 L4 84.722 

 

Performance Group 3 

Treatment 

Cluster 

Treatment Survival-

WL (%) 

T1 L3 76.389 

T1 L4 80.556 

Table 3 Result: Effect of different lengths of leafy 

cuttings on Survival 

 

Performance Group 1 

Treatment 

Cluster 

Treatment Survival-

WoL 

(%) 

T1 L2 83.333 

T2 L3 83.333 

T2 L4 91.667 

     

Performance Group 2 

Treatment 

Cluster 

Treatment Survival-

WoL 

(%) 

T2 L1 75 

T2 L2 73.611 

 

Performance Group 3 

Treatment 

Cluster 

Treatment Survival-

WoL 

(%) 

T1 L1 61.111 

T1 L3 66.667 

T1 L4 66.667 

 

Table 4Result: Effect of different lengths of leafless 

cuttings on Survival 

 

Interpretation 

The data on survival percentage and height increment of 

Patchouli cuttings of different diameter and length under 

Mist Chamber conditions and Agronet shade conditions 

have been taken in the above data set. 

Effect of different cutting diameters on survival percent 

(Table 1 and 2), recorded maximum survival in leafy 

cuttings of 2 mm diameter (100%) followed by 4 mm 

diameter (91.66) under Mist Chamber conditions 

whereas leafless cuttings of 4 mm diameter shown 

survival of 83.33 per cent as compared to other cuttings 

of different diameters. Under Agronet shade conditions 

survival of leafy cuttings of 2 mm and 4 mm diameter 

(75% each) were obtained whereas leafless cuttings 

shown maximum survival of 91.66 per cent in 6 mm 

diameter. Effect of different cutting diameters on height 

increment shown in Table 3 and 4. Under Mist Chamber 

conditions, leafy cuttings of 2 mm diameter shown the 

increment of 13.3 cm in height followed by increment of 

6.36 cm and 5.67 cm from leafy cuttings of 6 mm and 4 

mm diameter respectively. Leafless cuttings of 4 mm 

diameter shown increment of 3.04 cm whereas 2 mm and 

6 mm leafless cuttings shown increment of  – 0.75 cm 

and – 1.47 cm respectively. Under Agronet shade 

conditions only leafy cuttings of 2 mm diameter shown 

positive increment of 2.62 cm followed by 4 mm and 6 

mm diameter cuttings shown – 0.02 cm and – 0.92 cm 

respectively. Whereas, leafless cuttings of 6 mm 

diameter put 0.28 cm increment but others showed 

negative increment.  

 

CONCLUSION 

 

The growing interest in fragrance has led to patchouli’s 

widespread cultivation throughout tropical Asia. The 

advantage in growing this plant for the Fragrance 

industry is that the potential is enormous and almost 

unlimited, the returns are satisfactory, and more 

interestingly, it can be grown as a second crop, in partial 

shade, under Coconut, or Areca Nut, with very little 

additional costs.  Expert System gives the maximum 

survival percent by keeping all the other parameters to 

the optimum. 
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A Model for Estimation of Capacity and Critical 

Gap at Unsignalized Intersections in Hyderabad city 
[1] 

M.Satya Deepthi, 
[2] 

A. Ramesh 
[1] 

Post Graduate student, 
[2] 

Professor 
[1][2] 

Department of Civil Engineering, VNR Vignana Jyothi Institute of Engineering and Technology, Hyderabad. 
[1] 

satyadeepthi21@gmail.com, 
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Abstract:-- Traffic congestion on urban road network is a result of increase in vehicular traffic as it is characterized by slow speed, 

longer trip lengths, and longer delays. Unsignalized intersections are provided for to low volume traffic flow and its performance is 

used to evaluate urban road networks .Delay is considered as the important parameter and evaluation of unsignalised intersections 

is achieved through Gap acceptance behavior. Gap acceptance behavior is an important parameter for determination of capacity at 

unsignalized intersection.  

 This article explicitly presents the overview of estimation of capacity of unsignalised intersection using Indo HCM 2017 for better 

identification of traffic characteristics. Estimation of critical gap, occupation time and delay are some of the major factors 

considered for the analysis. Data is collected through video graphic techniques at 2 locations in Hyderabad city. Traffic Parameters 

like volume, approaching vehicle type, accepted and rejected gaps were extracted.  The study has also examined the variables 

associated with occupancy factor, vehicle type and socio demographic features. It is observed that the capacity of pragathi nagar T 

intersection is 845vehicles /hour and critical gap is 4.29 seconds and the capacity of bahadurpally (4 legged) Intersection is 647 

vehicles / hour and critical gap is 4.02 seconds. 

 

Index Terms Critical gap, stratified sampling technique, conventional methods, and occupancy factor.. 

 
1. INTRODUCTION 

 

Traffic congestion is a condition on road networks occurs 

as use increases, and is characterized by slower speeds, 

longer trip times, and increased vehicular queuing. 

U.S.A, alone bears a congestion cost of $ 305 billion 

every year. In India just in 4 metropolitan cities the 

congestion cost is $ 22 billion every year. India is a 

developing country and cities have has rapid urbanization 

and modernization as result there is an immense growth 

in road traffic following heterogeneous traffic causing 

delay and congestion to road users . This leads to longer 

trip lengths, slower speeds of vehicles, increased vehicle 

queuing and vehicle operation cost. (pande, 2012) 

Generally in semi urban and urban scenarios unsignalised 

intersections are primary locations where a conflict 

occur. Diesel and petrol consumption in city is nearly 2.4 

Mega liters/day and 1.7 Mega liters/day respectively. The 

average time spend by any driver in traffic jam is 102 

hours /year. Approximately there are 1.3 million deaths 

and 20-50 million fatalities takes place in a year globally. 

Unsignalised intersection are implemented to regulate 

low volume traffic flow. Based on relative importance of 

two roads, they are generally designated as major and 

minor roads.   

 

 

 

 

Capacity of an intersection affects the total capacity of 

road network due to traffic movements like merging, 

diverging and conflicting. An intersection is considered  

as node in a traffic network of urban roads. (prasad, 

2014).In mixed traffic conditions roads carry different 

modes of vehicles like Heavy commercial vehicles HCV, 

low commercial vehicles LCV, cars, 2 wheelers, 3 

wheelers, animal driven carts and cycles leading to 

complex behavior of interaction between the 

vehicles.There are several techniques for estimation of 

capacity of unsignalised intersections.  conflict model or 

modified tanners model which is based on critical gap 

and follow up times of vehicles from minor road traffic 

has mathematical relation of interaction and impact 

between flows at intersectionVehicular interactions are 

complex at unsignalised intersections, a driver must find 

a safe moment for moving into intersection area. Drivers 

intending to enter an unsignalised intersections have a 

series of gaps between vehicles in a stream, where they 

cross or merge.   

 

Conflicts in traffic are created when two or more roads 

cross and they results in delay and congestion. The 

capacity at an unsignalised intersection is important for 

evaluation of road network capacity (Mourya, 2016).Gap 

acceptance is an essential skill for safe driving and 

determines the delay and capacity at an unsignalised 

intersection. Gap acceptance behavior explains the road 
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user behavior in traffic stream and develops training and 

technology to lower risk of crashes (Guler, 2017). 

Critical gap as explained in Indo HCM is as the shortest 

time interval on the major approach that allows the minor 

stream vehicles go into the intersection. Therefore, the 

driver's critical gap is the lowest gap that would be 

acceptable. (Harsh.J, 2015) A specific vehicle would 

reject any gaps smaller than the critical gap and would 

accept gaps larger than or equal to the critical gap. 

Critical gap is an important aspect of driver’s behavior 

which is considered in the design and analysis of 

intersections. Transportation Research Board (2000) 

suggested that driver’s critical gap can be calculated 

based on the observations of the greatest rejected and 

lowest accepted gap for a given intersection. 

(Astalatha.R, 2011) Critical gap is an important 

parameter for calculation of capacity which cannot be 

measured directly on field .Rejected and accepted gaps of 

single vehicle in a minor stream can be analyzed and 

some statistical methods are used for estimation of 

critical gaps by conventional methods like Raff’s 

,Maximum Likelihood Method ,Probability Of 

Equilibrium Method ,Ashworth , Greensheild , Logit 

,Harder ,Wu ,Acceptance Curve Methods etc. (Wu, 

2012).Estimation of delay, capacity ,Gap acceptance 

behavior are extensively studied at unsignalized 

intersections. The effect of Delay on critical gap is 

calculated by considering the average delays of vehicle 

to that of critical gaps in second (Tian, 2015).The 

distribution of Accepted and rejected gaps are divided 

into different ranges according to movements on major 

and minor roads. (Sahraei, 2016).  

 

2. OBJECTIVE: 

 

The objective of Present study is to determine   

 

• To determine capacity of intersection using Gap 

acceptance capacity model and Indo HCM 2017 •  To 

determine gap acceptance behavior, critical gap of 

priority junction using conventional methods.  

  

 

 

 

 

 

 

 

 

 

 

 

3.METHODOLOGY 

 

 
 

4. DATA COLLECTION: 

 

Traffic data is collected through video graphic technique 

at the selected site. In the present study traffic data was 

collected for 9 hours for a week i.e. from 19.11.2018 to 

25.11.2018 from traffic police department and at each 

intersection peak hour traffic is determined. At all 

locations the peak hour was observed to be 18.00-

19.00P.M.on Friday.  .  

• Vehicle Classification  

• Turning movements  

•  Direction of travel  

Study location:  Intersection was selected in such a way 

that they have fair geometry and least interference by 

pedestrians and parked vehicles.  

Major traffic problems occurring at unsignalised 

intersections in Hyderabad city were identified   

1. Pragathi Nagar –T intersection  

2. Bahadurapally Intersection.(4 legged Intersection)  
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Figure 1: study locations 

 

4.2 Site selection criteria: Intersections consisting major 

and minor road on an urban road in Hyderabad city were 

selected. At these intersections following are major 

factors considered  

1. There are few pedestrian and cyclists  

2. Roads are two lane divided  

3. There is no road side parking adjacent to the lane  

4. Intersections are located in educational, recreational 

and residential areas      

 
Figure 2  : Pragathi Nagar 

 

 
Figure 3  : Bahadurpally 

  

4.3:Road Inventory Data: Road geometric data like 

carriage way width, parking facilities, type of 

intersection, bus bay, median width, footpaths and street 

lights are taken from selected junctions.   

  

 Road geometric 

data   

 

Facility  Location 1 

Pragathi Nagar  

Location 2 : 

Bahadurpally  

Carriage way 

Width  

17  15.5  

Type of 

intersection  

T – Intersection  4 legged 

intersection  

Bus Bay  No  Yes  

Median Width  1 Meter  0.5 Meter  

Foot Path  No  No  

Street Light  Yes  Yes  

 Table 1: Road geometric Data At study locations. 

  

4.4 Volume count study: Traffic Volume Survey is an 

essential part of Town Planning, in a road network. It 

includes counting the number of vehicles passing through 

the selected intersection. The study of Classified Traffic 

Volume Count is to understand factors that form the 

basis of:  

Establishing the use of the road network by vehicles of 

different categories, traffic distribution, and PCU. .Need 

of median shifting or road widening. The peak hour 

volume of locations 1 and 2 i.e. pragathi nagar and 

bahadurpally are given in the above figures. It is noted 

that the peak hour volumes are 4106 PCU and 4243 PCU 

respectively. Peak Hour flow was calculated by video 

data collected from Police department, Hyderabad. The 

accepted and rejected gaps from the video are extracted 

by stratified sampling technique for analysis and 

determination of capacity and Critical gaps.   

  

S.no  Leg  Movement  P.H.V 

1  

P.H.V 

2  

1  3  Bachupally-

Gandimaisamma  

1298  1322  

2  5  Gandimaisamma-

Bachupally  

889  986  

3  1  Bachupally-

Pragathinagar  

323  496  

4  4  Pragathi nagar – 

bachupally  

405  429  
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5  2  Pragathinagar- 

gandimaisamma  

514  606  

6  6  Gandimaisamma-

pragathinagar  

469  514  

  

Table 2: Traffic volume count of pragathi nagar T 

intersection 

 

S.no  Leg  Movement  P.H.V 

1  

P.H.V 

2  

1  3  Gandimaisamma 

–Bahadurpally  

294  460  

2  1  Gandimaisamma 

–Pragathinagar  

170  184  

3  2  Gandimaisamma-

suraram  

192  213  

4  5  Suraram –

gandimaisamma  

421  462  

5  6  Suraraam-

Pragathinagar  

490  509  

6  4  Suraram-

Bahadurpally  

86  95  

7 

 

  

9  Pragathinagar-

Gandimaisamma  

301  326  

8  8  Pragathinagar –

Bahadurpally  

190  230  

9  7  Suraram-

Bahadurpally  

570  609  

10  10  Bahadurpally –

Gandiamaisamma  

256  323  

11  12  Bahadurpally-

Suraram  

402  498  

12  11  Bahadurpally-

Pragathinagar  

320  334  

Table 3 : Traffic volume study at Bahadurpally 

Intersection 

  

5.1 Critical Gap Estimation by Indo HCM 

Method:Indo HCM 2017 Define critical gap as “The 

minimum major stream headway during which minor 

street vehicle can make a maneuver”,   uses occupancy 

factor method for calculation of critical gap and it 

considers drivers behavior. Data containing Geometry of 

road and classified volume count of peak hour traffic is 

taken. The following are the steps to calculate critical 

gap and capacity of an unsignalised intersection by Indo 

HCM method.  

1. Input Data ( Geometry of road and traffic volume )  

2. Convert the volume of traffic into PCU  

3. Calculate conflict traffic flow  

4. Determine Critical Gap  

5. Capacity of Turning Moments  

The critical gap for any movement can be obtained by 

the equation  

Tc, x = t c, base +f LV *ln (PLV)      ……… 1  

Where   

PLV = Proportion of Heavy Vehicles  

FLV = Adjustment factor for proportion of Large 

vehicles in conflicting Traffic Stream  

Tc, base =base critical gap for various movements   

Capacity of each turning movement is given by the 

equation   

 a*V c, x * e –V c,x ( tc,x –b)/3600   

 Cx =    ______________________                ……… 2 

 1-e
-v

c,x t f ,x/3600   

The Base critical gap for four lane divided and the 

adjustment factor for heavy vehicles are taken from Indo 

HCM.   

  

Adjustm

ent 

Factor  

Base 

critical  

Gap  Leg  

Critical Gap 

Formula  

tc 

(sec)  

0.46  2.7  

Bachupally To 

Pragathi Nagar (1)  

tc=2.7+0.46*ln(0

.17)  1.9  

0.58  3.8  

Pragathi Nagar To 

Gandimaisamma (7)  

tc=6.8+0.58*;ln(

9.46)  4.29  

0.88  6.8  

Gandimaisamma To 

Bachupally (5)  

tc=3.8+0.88*ln(1

.76)  8.1  

Table 4: critical gap for location 1 –Pragathi Nagar 

  

Movement   

Base 

Critical  

Gap  

Adjus

tment 

Facto

r for 

light 

and 

heavy 

vehicl

e FLV  

Propor

tion of 

Heavy 

veh in 

conflic

ting 

stream  Criti

cal 

gap  

Gandimaisam

ma –

Pragathinagar 

(1) 2.7  0.457  17.98  4.02  

Suraram-

Bahadurpally 

(4)  

    

 2.7  0.457  12.19  3.84 
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Suraram-

Bahadurpally 

(7)  

    

 3.8  0.885  15.06  6.2  

Bahadurpally- 

Gandiamaisa

mma (10)  3.8  0.885  18.02  6.35  

Pragathinagar-

Bahadurpally 

(8)  

6.8     

  0.583  19.05  8.51  

Bahadurapally

-Pragathinagar 

(11)  6.8  0.583  20.87  8.56  

 Table 5 : Critical gap for location 2 – Bahadurpally 

 

5.2 Capacity and LOS estimation using Indo HCM 

2017:   

Highway capacity is defined by the Highway Capacity 

Manual as the maximum hourly rate at which persons or 

vehicles can be reasonably expected to traverse a point or 

a uniform segment of a lane or roadway during a given 

time period under prevailing roadway, traffic and control 

conditions. Level of service (LOS) is a qualitative 

measure used to relate the quality of motor vehicle traffic 

service. LOS is used to analyze roadways and 

intersections by categorizing traffic flow and assigning 

quality levels of traffic based on performance measure 

like vehicle speed, density, congestion, etc.The following 

tables explain the capacity and level of service at each 

leg of both intersections.  

Movement   Tc,x  Follow up 

Time   

Conflicti

ng flow  

a(Adjustment 

factor)  

b(adjustm

ent factor)  

Capacity  

cx  

v/c  LOS  

Movement 1  1.9  1.14  514  0.8  1.3  769.68  0.66781  D  

movement 7  4.29  2.574  622  1  2.16  825  0.753939  D  

movement 5  8.1  4.86  986  0.9  1.971  1200  0.821667  E  

Table 6: Capacity and LOS of intersection 1 Pragathi nagar 

 

Movement  

critica

l Gap   

Follow up time   

conflictin

g Flow  

Adjustme

nt  

Factor' a'  

Adjustme

nt  

Factor 'b'  Capacity  volume  v/c  LOS  

1  4.02  2.412  498  0.8  1.3  645.02  345  0.535  D  

4  3.84  2.304  230  0.8  1.3  359.23  298  0.830  E  

7  6.2  3.72  1263  1  2.16  571  173  0.303  B  

10  6.35  3.81  1139  1  2.16  604.36  128  0.212  B  

8  8.51  5.106  1388  0.9  5.04  425.5  217  0.510  C  

11  8.56  5.136  1873  0.9  5.04  740.6  599  0.809  E  

Table 7 : Capacity and LOS of intersection 2 bahadpally 
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Figure 4 : critical gap of bahadurpally intersection   

(4 legged) 

   

 
Figure 5 : critical gap of pragathi nagar intersection   

( T intersection ) 

 

6. RESULTS AND DISCUSSION: 

 The paper provides detailed notes on determination of 

critical gap using Indo HCM method and Raff’s Method 

.The stepwise analysis of collection of data, extraction of 

traffic volume, accepted and rejected gaps calculation 

and plotting the critical graph, Capacity estimation and 

determination of LOS explains the procedure of Indo 

HCM method .Both Indo HCM method and Raff’s 

method were analyzed to investigate the potential factors 

of the methods and compared. The following are some of 

the observations made during the investigation process.  

• The peak hour traffic of the 3 legged pragathi 

nagar intersection is 4102 PCU and 4 legged intersection 

is 4323 PCU under mixed traffic conditions.The capacity 

and LOS of intersection 1 calculated from Indo HCM 

method is 845 veh/hr   with v/c ratio as   0.753  and LOS 

D  

• The capacity and LOS of intersection 2 

calculated from indo HCM method is 647veh/hr and V/C 

ratio as 0.535 and LOS D .The critical gap of intersection 

1 and intersection 2 were observed as 4.29 and 4.02 sec 

respectively for vehicles travelling from minor road to 

major road right turns.  

• Raff’s method explains the critical gap of 

intersection 1 and intersection 2 as 4.35 and 3.90         

respectively for vehicles travelling from minor road to 

major road right turns.It is observed that both Indo HCM 

2017 and Raff’s method provides similar results and Indo 

HCM method is accurate method compared to Raffs’s  

Geometry   T int ersection (Pragathi Nagar )  

Movement  Major Left (1)  Major Right(7)  Minor Left(5)  

Adjustment For Base Critical Gap  2.7  3.8  6.8  

Critical Gap  1.9  4.29  8.1s  

Heavy Vehicle Adjustment Factor  0.46  0.58  0.88  

Adjustment Factor 'a'  0.8  1  0.9  

Adjustment Factor 'b'  1.3  2.16  6.8  

Capacity  770  825  1200  

V/C  0.67  0.75  0.82  

LOS  

  

D  

  

D  

  

E  

  

 

Table 6 : Results Of location 1 Pragathi Nagar intersection 
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Geometry   4 legged Intersection (Bahadurpally Intersection )   

Movement  

Major  

Right (1)  

Major  

Right (4)  

Minor 

Right(7)  

Minor 

Right(10)  

Major Through  

(8)  

Major 

Through (11)  

Adjustment For Base        

Critical Gap  2.7  2.7  3.8  3.8  6.8  6.8  

Critical Gap  4.02  3.84  6.2  6.38  8.51  8.56  

Heavy Vehicle Adjustment        

Factor  0.457  0.457  0.885  0.885  0.583  0.583  

Adjustment Factor 'a'  0.8  0.8  1  1  0.9  0.9  

Adjustment Factor 'b'  1.3  1.3  2.16  2.16  5.04  5.04  

Capacity  345  298  173  128  217  599  

V/C  0.535  0.83  0.303  0.212  0.51  0.809  

LOS  D  E  B  B  C  E  

Table 7  : Results of location 2 bahadurpally Intersection 
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Abstract:-- The Serial Peripheral Interface bus or SPI bus is a synchronous serial data that operates in full duplex mode. Devices 

communicate in master/slave mode where master device initiates the data frame. Slave select lines are allowed to select the slave 

devices. The main objective of this project is to design SPI verilog and verify the code and functionality using systemverilog. SPI 

can be simulated using Questa Sim 10.0b tool and symmetrical structure can be synthesized using XILINX ISE 14.7. Sometimes 

SPI called a four-wire serial bus. SPI is often referred to as Synchronous Serial Interface. SPI are used to provide board level 

interfaces between devices such as Analog to Digital Converters, Digital to Analog Converters, microcontrollers 

 

Index Terms : SPI, SystemVerilog, QuestaSim, XILINX ISE. 

 
1. INTRODUCTION 

 

System-on-Chip (SoC) is a linkage of distinct Intellectual 

Property (IP) blocks which are connected using 

composite protocols. IP cores are the Register Transfer 

Level codes that attain secure desiderate process. Most of 

the digital designs based on Hardware Description 

Languages in place of schematic representation. These 

codes are well certified codes that must be accessible for 

any SoC expansion. Mostly buses are used in CPUs for 

communicate purpose between the CPU, memory and 

peripheral devices. ARM processors use distinct 

protocols to build on the core to achieve the goals. These 

distinct protocol interfaces are SPI, I2C, and UART. All 

these protocols are verified with the help of hardware 

verification language i.e. SystemVerilog. Exponentially 

developing the elaboration of chips for SoCs for that the 

validation is highly required. Primarily the part of 

evolution time is worn out on validation. Here the 

validation is carried out based on the assertion technique 

and the code coverage technique. The conceal result and 

the 100% coverage details of produced test cases are 

provided using systemverilog 

SPI is a synchronous protocol that allows serial 

communication between a master device and a slave 

device. Generally, we prefer Serial communication over 

Parallel communication because it has advantage like 

high speed, noise integrity. We use different protocols 

like Ethernet, USB and SATA for long distance 

communications and I2C, SPI for short distance 

communications. Ethernet, USB, SATA are used for 

outside the box communications. SPI is meant for  

 

communication between Integrated Circuits for low or 

medium data transfer speed with onboard peripherals. 

SPI protocol is divided into a master and slave device for 

transmitting the data. The chip selects or slave select and 

serial clock have to be generated by the master when the 

data exchange has been processed. 

 

II. SPI MODULE 

The operation of the SPI protocol necessarily is based on 

the contents of an eight bit serial shift register present in 

both the master device and slave device. SPI interface 

grants to transmit and receive the data concurrently on 

two lines namely MOSI and MISO. SPI uses four 

signals: master out slave in (MOSI), master in slave out 

(MISO), serial clock (SCK), slave select (SS). 

 

SS: Slave select wire is used to initiate communication 

between master and slave 

SCK:  Wire for the clock signal 

MOSI: Wire for the master to send data to the slave. The 

MOSI wire is designed as output in a master device and 

as an input a slave device 

MISO: Wire for the slave to send data to the slave. The 

MISO wire is designed as input in a master device and as 

an output in a slave device  

 

In SPI, the master can determine the clock polarity and 

phase. Clock polarity and clock phase are the supreme 

specifications that describe a clock configuration to be 

worn by the SPI bus. The clock polarity bit establishes 

the polarity of clock signal at the time of idle condition. 

The ideal condition is describes as the period when the 
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chip select is HIGH and transformation to LOW at the 

initial phase of the communication.  The clock phase bit 

establishes the phase of the clock signal. Based on the 

clock phase bit the leading or trailing edge is used to 

representative and/or shift the data. The master definitely 

preferred the CPOL and CPHA as per the necessity of 

the slave. Based on the clock polarity and clock phase bit 

choice, the four modes are possible. Below table 1 

manifest the SPI modes.  

 

Table 1: CPOL and CPHA Modes 

SPI 

Mode 

CPOL CPHA Clock 

polarit

y in 

Idle 

State 

Clock 

Phase used 

to sample 

and/or shift 

the data 

0 0 0 Low Data 

sampled on 

positive 

edge and 

shifted out 

on negative 

edge 

1 0 1 Low Data 

sampled on 

negative 

edge and 

shifted out 

on positive 

edge 

2 1 1 High Data 

sampled on 

negative 

edge and 

shifted out 

on positive 

edge 

3 1 0  High Data 

sampled on 

positive  

edge and 

shifted out 

on negative 

edge 

 

A. Block Diagram 

SPI is established on the stipulation of master and slave 

interfaces. But here uses single master-single slave. 

Below figure 1 represents the general block diagram of 

SPI protocol model. Initially design the master and slave 

model based on the specifications. Master-Slave 

communication will be done with respective to miso and 

mosi signals 

 

 
Fig 1: SPI Block Diagram 

In SPI system, the eight bit shift register plays a major 

part. SPI performs the full duplex transmission. When a 

SPI communication takes place a bit of data gets shifted 

serially from master to slave and slave to master based 

on the control register signals. Therefore, by the time SPI 

transmission completes i.e. after eight clock cycles, the 

data present in the master and slave will have been 

shifted. 

 

B. FSM Design Flow 

 

 
Fig 2: SPI FSM Design Flow 

 

Above figure 2 represents the FSM design flow for the 

SPI design. The inputs to the FSM are tstart, reset and 

count. The outputs of the state machine are the chip 

select line, mosi register and output data i.e. dout. 

Initially the machine is in reset state i.e. S0. State S1 is 

the idle state, where the module will spend most of its 

time. State S2 is the load state, where the module will 

starts a transaction after one clock cycle on the state 

transaction. State S3 is the transact state, where actual 

shifting operation will occur. State S4 is the unload state, 

where store the contents of the miso shift register into the 

output data register i.e. dout 
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III. VERIFICATION FLOW 

 

The figure 3 represents the verification Environment 

flow shown in the below: 

 
Fig 3: Verification Environment 

 

Verilog comes under hardware description language. 

With this the verification is not possible for complex 

designs and difficult to find the debugs in the complex 

design and the exact timing requirements not occur. To 

overcome these problems we deal with the system 

verilog language. The SystemVerilog language is worn 

for the complex design verification purpose. 

SystemVerilog is combination of both hardware 

description and hardware verification language and is 

used to verify the design using different test cases. 

Verification plan is center of attention for describing 

absolutely what use to be proved and drives the coverage 

specification. It gives a time to the modern and evaluates 

the plan for functional validation before the verification 

engineer has gone into design to appliance it. 

     To validate the entire design for that use different test 

cases for the respective module. Those different test 

cases write under the testbench module. In DUT, the 

entire RTL code is programmed based on the 

specifications. In environment, it uses the OOPS concept 

to develop that block. So instead of “module” here use 

the “class” through this communication is done easily 

between the classes. To communicate with the DUT and 

environment use the “interface” block. Through 

interfaces the communication will happens. With the 

help of top module the entire design goes to simulate and 

run it. 

IV. SIMULATION 

Below figure 4 represents the waveform for the SPI data 

transmission. 

 

 
Fig 4: Waveform for SPI Transmission 

 

 SPI module is designed based on the 

stipulations and perform the operation with the help of 

four logic signals. The desired model is implemented 

using verilog language and the simulation is carried out 

in ModelSim. To perform the discrete transactions like 

tstart, tsize, MISO, MOSI, SS, SCK operations will be 

carried out in the design. From the figure 4, observe the 

output waveform where both master and slave operation 

works in a full duplex manner. When the tstart is in 

active HIGH state, then the data transmission will takes 

place. When the tsize is an 8-bit size, then the 8-bit data 

in the master will be serially shifted to the slave and the 

same time the 8-bit data in the slave will be serially 

shifted to the master   

  

V. ASSERTION BASED VERIFICATION 

An assertion describes the conventional behavior basis 

on the validation aspect. Assertions can efficiently use to 

detect and debug the functional errors. Assertion checks 

against the design rules. It works on the interface 

between design engineer and verification engineer 

 
Fig 5: Assertion Report 
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 Assertions have two types’ namely immediate and 

concurrent assertions. An immediate assertion checks the 

condition at present time. A concurrent assertion that 

checks for the sequence of events spread over the 

multiple clock cycles. It executes in parallel with design 

blocks. SystemVerilog assertions constructed from 

properties and sequences. Sequences contain of Boolean 

expressions expand with temporal operator (##), this 

operator performs integration. It works by regularly 

pursue to check a sequence or property 

The validation of SPI has been compassed by using the 

assertion properties and sequences come under the 

concurrent assertions. Based on the clock pulse, the 

concurrent assertions are used. The below figure shows 

the assertion report and here get the 100% assertion 

coverages and this coverage get only when the signals 

would get asserted. The figure 5 represents assertion 

report and it shows the 100% assertion graph for the SPI 

module 

 

VI. COVERAGE ANALYSIS 

 

 
Fig 6: Coverage Report 

 

Above figure 6 shows the coverage analysis report that it 

verifies the functionality of design parameters and for 

that achieves the 100% coverage Coverage is a metric to 

check the improvement of functional verification 

activity. It has to check the functionality of the DUT to 

meet the exact specifications or not. Coverage is used to 

measure, tested and untested the portion of the design 

Coverage done in two ways namely code coverage and 

the functional coverage. Code coverage suggests that to 

determine the coverage of the code. Functional coverage 

establishes the performance of design based on its 

description Coverage is characterized using the construct 

of covergroup. Covergroup is a user-defined that covers 

the spec of a coverage model. It is worn to identify the 

variables/transitions to be sampled that are happens at the 

positive edge of the clock. A coverpoint is a variable that 

covers the functionality of design parameters. These 

coverpoint comes under covergroup. Under covergroup 

all these coverpoint are written. 

Below table 2 shows the overall coverage and assertion 

percentage for the desired model. 

 

 
Table 2: Overall Assertion and Coverage 

  

VII. SYNTHESIS 

 

The design is synthesized in the Xilinx ISE tool. For this, 

the Artix 7 package is used and in which the selected 

device is xc7a100t-3csg324. For this the synthesis report 

has been get. From the below table, observe the 

comparison of time period and delay for the existing and 

proposed methods. 

 

Table 3: Timing Summary Report 

Timing Summary 

 Existing  

Method 

Proposed  

Method 

Timing Value Value 

Minimum Period 7.491ns 2.046ns 

Minimum Input Arrival 

Time Before Clock 

6.981ns 1.363ns 

Maximum Output 

Required Time After 

Clock 

7.913ns 2.581ns 

Maximum Delay Path 7.491ns 1.061ns 

 

Above table 3 represents the timing summary for the 

AHB-Lite model. In the result observe the comparison in 

the time period it is reduced by 72.68% 

 

CONCLUSION 

 

In this paper, the SPI single master-single slave protocol 

was designed. The design and the validation of SPI 

protocol is evaluated in MODELSIM and QUESTASIM 

tools. By using MODELSIM the simulation of design 

was done and using QUESTASIM the validation analysis 

was done. Further for the verification purpose done with 

the coverage and assertion technique so that for the 

desired design achieved the 100% assertion and 
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coverage.  To synthesize purpose XILINX ISE 14.7 tool 

is used. When the synthesis was completed then observes 

the timing analysis for the design with respective to the 

desired specifications.   
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Abstract:-- In the SoC quantity, validation is most vital part in chip manufacturing and in the testing. Verification contributes with 

definite execution and functionality of DUT (Design under Test) and check that the exact designations meet or not. In this paper, 

the AHB-LITE Protocol is validated according to the model listing. Assertion Based Verification (ABV) is most commonly used 

validation technique to build up the validation standard and minimizing the debugging time of complicated design and also ease 

the validate process. Coverages are used to check the exact functionality specifications meet or not. Initially the architecture of 

AHB Lite model is designed using single master-multiple slaves in verilog language and simulates the design using MODELSIM 

tool and the protocol is validated with the assertions and coverages technique i.e. done in QUESTASIM tool. The model is 

integrated and appliance in XILINX ISE tool. In this synthesize will be done for the respective design based on the stipulation. So 

that observed the timing analysis for the respective design. 

 

Index Terms : AHB-LITE, SystemVerilog, QuestaSim, XILINX ISE. 

 
1. INTRODUCTION 

 

System-on-chip (SoC) is a linkage of distinct Intellectual 

Property (IP) blocks which are connected using 

composite protocols. IP cores the Registers Transfer 

Level codes that attain secure desiderate process. Most of 

the digital designs based on Hardware Description 

Language in place of schematic representation. These 

codes are well certified codes that must accessible for 

any SoC expansion. Advanced Microprocessor Bus 

Architecture (AMBA) is extensively used in SoC design, 

which is established for on-chip bus purpose. AMBA is 

evolved by ARM in 1996. The AMBA blueprint 

typically used for the high-profile embedded micro 

controllers. AMBA’s vital judicial is to feed technology 

independence and to motivate modular system design. It 

is used in multiple peripherals, embedded processors and 

signal processors. AMBA is mostly used on an orbit of 

SoC/ASIC parts as well as in processors worn in 

contemporary portable mobile devices like smartphones. 

Mostly buses are used in CPUs for communicate purpose 

between CPU, memory and peripheral devices, ARM 

uses distinct protocols to build on the core to achieve the 

goals. These distinct protocols interfaces are explained in 

the AMBA stipulation namely ASB, APB, AHB, AXI 

and ATB. All these protocols are verified with the help 

of Hardware Verification Language (HVL) in 

systemverilog. Progressively develops the elaboration of 

chips for SoCs for that the validation is highly required. 

Primarily the part of evolution time is worn out on  

 

validation. Here the validation is carried out based on the 

assertion technique and coverage technique. The conceal 

result and the 100% coverage details of produced test 

cases are provided using systemverilog.   

 

II. AHB-LITE MODULE 

 

The updated specification of AHB is the AHB-Lite, 

which is the subset of AHB comes under AMBA 3 

version. AHB Lite manages the functional block in SoC 

design.  It develops the communication between the 

master and each slave. The AHB Lite provides the higher 

bandwidth and also higher performance synthesizable 

designs. For each AHB Lite bus protocol model the 

communication happens between the peripheral devices. 

In this paper, design the module with single master-

multiple slaves and each slave is activated based on the 

particular address generated. The stipulations of the AHB 

Lite are  

1. Hold up high clock frequency, high bandwidth and 

high performance 

2. Operates bus for write and read transfers 

3. Hold up burst and pipelined operations 

4. No use of arbitration 

5. Hold up single master and more than one slave 

 

A. Block Diagram 

AHB-Lite block representation is shown in the figure 1. 

This model is developed based on the specifications of 

master and slave interfaces. In this design, the single 
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master module, multiple slave modules, decoder module 

and the multiplexer is used. Particular module is works 

based on their respective designations. When the design 

is done for that communication will develops between 

the master and slave based on read and write operations. 

For that also checks burst transfer operation with 

respective to the address generated by the address. 

Decoder module is used for the selection purpose i.e. 

used to select the particular slave from the different 

slaves. That salve would get selected with respective to 

the particular address that is generated by the master. 

 

 
Fig 1: AHB-Lite Block Representation 

 

B. Master Interface  

AHB-Lite master interface diagram is shown in the 

figure 2. Master provides the control signals and 

addresses information to initiate the write and read 

activities and also performs the burst transfer operation 

depends on the size and the transfer responses. Through 

master develops the high performance synthesizing 

design with the necessity of master generated address. 

 

 
Fig 2: AHB-Lite Master Interface Diagram 

Generally in the master module do the transfer 

operations. When observe the below table 1 it shows the 

operation flow of various transfer types they are idle, 

busy, non-sequential and sequential types.  

In each type, they have their own operation based on the 

type it performs. When it is in idle state i.e. “00” case 

then no operation will takes place. When it is in busy 

state i.e. “01” case then the waiting state condition will 

occur. In the waiting state the particular signal will be 

waited until it gets to do the next operation. When it is in 

non-sequential state i.e. “10” case then the address will 

transferred in a non-sequential manner i.e. the continuous 

manner will not happens here and the transfer is not 

related to the previous transfer address. When it is in 

sequential state i.e. “11” case then the address will 

transferred in a sequential flow and the address is related 

to the previous address.  

  

Table 1: Transfer types 

Cycle Type Description HTRANS[1:0] 

Idle No Activity 00 

Busy Inserting waiting 

states 

01 

Non-

Sequential 

Transfer Address 

not related to 

previous transfer 

10 

Sequential Transfer Address 

related to 

previous transfer 

11 

 

C. Slave Interface 

AHB-Lite slave interface diagram is shown in the figure 

3. A slave will acknowledge to the transfers proposed by 

the master. Slave module is activated based on the 

decoder module. In the slave module uses the HSELx 

signal when the HSELx is active High then it says that 

slave is activated otherwise it is in inactive state so no 

slave will get activated. When the salve is activated then 

it performs the transfer operation related to the master 

module and gives the read data as output for the slave 

module. 

 
Fig 3: AHB-Lite Slave Interface Diagram 
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D. Decoder Interface 

AHB-Lite decoder interface diagram is shown in the 

figure 4. Decoder component decodes the address of all 

transfer and give a preferred signal to the particular slave 

i.e. to be sophisticated in the transfer. 

A slave to multiplexer is needed to multiplex the data 

and response signals from the master to the slave. A 

centralized multiplexer is needed in all implementations 

that uses two or extra slaves. From the master module the 

output of address is passed to the decoder and in the 

decoder write the logic for address selection based on the 

address selection the particular address data will be send 

to the particular slave only then that the particular slave 

would get activated among from different slaves. 

 
Fig 4: AHB-Lite Decoder Interface Diagram 

 

III. VERIFICATION ENVIRONMENT FLOW 

 

Verilog comes under hardware description language. For 

the complex designs in verilog the verification is not 

possible because it is difficult to find the debugs and the 

exact timing requirements are also not occur. So to 

overcome all these we deal with systemverilog comes 

under hardware verification language. SystemVerilog is a 

combination of both hardware description and hardware 

verification language. For the complex designs it is 

efficient one and easy to find the debugs and also verify 

the design using different test cases. Figure 5 represents 

the verification environment flow and this flow is 

followed by any design for the verification purpose. 

 
Fig 5: Verification Environment flow 

Verification plan is center of attention for describing 

absolutely what use to be proved and drives the coverage 

specification. It gives a time to the modern and evaluates 

the plan for functional validation before the verification 

engineer has gone into design to appliance it. 

To validate the entire design for that use different test 

cases for the respective module. Those different test 

cases write under the testbench module. In DUT, the 

entire RTL code is programmed based on the 

specifications. In environment, it uses the OOPS concept 

to develop the blocks. So instead of “module” here use 

the “class” through this communication is done easily 

between the classes. To communicate with the DUT and 

environment use the “interface” block. Through 

interfaces the communication will happens. By using the 

“virtual” keyword the connection will develops between 

the DUT and the environment. With the help of top 

module the entire design goes to simulate and run it 

IV. SIMULATION 

AHB-Lite module is designed based on the specifications 

and perform the burst operation with the help of transfer 

response signals. The desired model is implemented 

using verilog programming language and the simulation 

is done by ModelSim. To run the simulation uses 

different test cases based on multiple transfer operations. 

All those test cases will be verified with respective to the 

AHB Lite slave. For this the output waveform is 

observed in the figure 6. 

 

 
Fig 6: Wave form for AHB Lite Master Burst 

Operation of Size 4 
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To perform the discrete transactions like Trans, write, 

burst operations all will be carried out in the design. If 

the size is given as “010” and the burst is given as “010” 

then the four continuous operation will happens with 

respective to the generated address. 

To know the details of wrapping here count variable 

would consider. When initiate the address based on the 

initial address the address will be generated and 

wrapping would occur. Meanwhile count values are 

incremented. Here the write operation happens like that 

only the burst operation happens but different here is the 

value of count is examine for the burst size. Here checks 

the count value and burst length both are not equal then 

the count will get enhanced and the address will 

produced based on the size and the operation will carried 

out. The burst length and count value will equal then the 

burst operation will terminated and count value reset to 

zero. During the operation of burst the HREADY signal 

made HIGH for each operation but the HREADY signal 

is LOW the burst won’t do the operation. So initially 

HREADY signal is HIGH then only comparison of count 

and burst length occurs. 

From the figure 7 observe the output waveform for the 

particular slave selection line from different slaves. 

Different addresses were generated in the master based 

on the particular address the particular slave is going to 

be activated. For the selection purpose uses the decoder 

operation. From the design of decoder the particular 

slave should be selected with respective to the specific 

address. 

 

 
Fig 7: Wave form for Particular Slave selected based 

on particular address 

 

From master module HADDR signal is generated i.e. it is 

the output for master and this signal is send to the 

decoder. The main operation of decoder is used to covert 

the n-inputs to the 2n outputs. HRESETn and HADDR 

signals were used as inputs and HSELx1, HSELx2 and 

so on are the output signals. Based on particular address 

signal generation only one slave should be activated and 

in the slave the respective operation be performed. 

 

V. ASSERTION BASED VERIFICATION 

 

Below figure 8 represents the assertion report 

 
Fig 8: Assertion Report 

 

Assertion aid a comment that is true. From validation 

aspect, an assertion describes the conventional behavior. 

Assertions can efficiently use to detect and debug the 

functional errors. SystemVerilog assertions constructed 

from properties and sequences. Properties are a 

hypernym of sequences; any sequence may be worn as if 

it were a property. Sequences contain of Boolean 

expressions expand with temporal operator (##), this 

operator performs integration. It works by regularly 

pursue to check a sequence or property. 

The validation of AHB-Lite has been compassed by 

using the assertion properties and sequences. Based on 

the clock pulse, the concurrent assertions are used. For 

different signal pins, respective property and sequence 

would write based on those sequences the assertion gets 

verified and it compassed through the report. The below 

figure shows the assertion report and here get the 100% 

assertion coverages and this coverage get only when the 

signals would get asserted. The figure 8 represents the 

assertion report and it shows the 100% assertion graph 

for the AHB-Lite module. 
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VI. COVERAGE ANALYSIS 

 

Coverage is a metric to assess the progress of functional 

verification activity. Coverage is used to measure, tested 

and untested the portion of the design. It has to check the 

functionality of the DUT to meet exact specifications or 

not. 

Coverage is characterized using construct of covergroup. 

Covergroup is a user-defined that covers the 

specifications of coverage model. It is worn to identify 

the variables/transitions to be sampled that are happens at 

the positive edge of the clock. A coverpoint is a variable 

that covers functionality of the design parameters. These 

coverpoint comes under the covergroup. Under the 

covergroup all these coverpoints are written.  

Coverage done in two ways namely code coverage and 

the functional coverage. Code coverage suggests that to 

estimate the coverage of the code. Functional coverage 

establishes the performance of design based on its 

description.   

Below figure 9 shows the coverage analysis report that it 

verifies the functionality of design parameters and for 

that achieved the 100% coverage. 

 

 
Fig 9: Coverage Report 

 

VII. SYNTHESIS 

 

The design is synthesized in the Xilinx ISE tool. For this, 

the Vertex 5 package is used and in which the selected 

device is XC5VLX50T-2ff1136. For this the synthesis 

report has been get. From Below tables 2 and 3 observe 

the utilization summary analysis and also from the timing 

summary observe the time period comparison, input 

arrival time before clock and output required time after 

clock for the existing and proposed methods. 

A. Utilization Report 

Below table 2 represents the utilization summary for the 

AHB-Lite model. From the table observe that how much 

utilization takes place for the registers, LUTs, IOBs and 

LUT-FF pairs for the desired design. 

 

Table 2: Utilization Summary 

Device Utilization Summary 

 Existing Method Proposed Method 

Logic 

Utilizati

on 

Use

d 

Availa

ble 

Utili

zatio

n 

Use

d 

Availa

ble 

Utili

zatio

n 

Slice 

Register

s 

65 28800 0% 155 28800 0% 

Slice 

LUTs 

511 28800 1% 405 28800 1% 

Fully 

used 

LUT-FF 

pair 

62 514 12% 145 415 34% 

Bonded 

IOBs 

158 480 32% 150 480 31% 

BUFG/B

UFGCT

RLs 

3 32 9% 1 32 3% 

 

B. Timing Report 

Below table 3 represents the timing summary for the 

AHB-Lite model. From the result observe the 

comparison in the timing period it is reduced by 46.68%  

 

Table 3: Timing Summary 

Timing Summary 

 Existing  

Method 

Proposed  

Method 

Timing Value Value 

Minimum Period 6.173ns 3.291ns 

Minimum Input Arri

val Time Before 

Clock 

8.341ns 4.956ns 

Maximum Output 

Required Time After 

Clock 

8.965ns 2.864ns 

 

CONCLUSION 

In this paper, the AHB-Lite single master-multiple 

slaves’ bus protocol was designed. By using 

MODELSIM the simulation of design was done and 

using QUESTASIM the validation analysis was 

completed. Further for the verification purpose done with 

the coverage and assertion technique so that for the 
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respective design achieved the 100% coverage and 

assertion. To synthesize purpose XILINX ISE 14.7 tool 

is used. When the synthesis was completed then observed 

the utilization summary and the timing analysis for the 

desired design with respective to the desired 

specifications.                                           
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Abstract:-- In traditional network the coupling of data plane and control plane makes the data forwarding, processing and 

managing of the network hard and complex. Here each switch takes its own decision, makes the network logically decentralized. To 

overcome the limitations in traditional network the Engineers developed a new model network known as Software Defined 

Network (SDN). This network the control plane is decoupled from the data plane making it less complex. It moreover has a 

logically centralized approach unlike the existing network. This separation enables the network control to be directly 

programmable and the architecture to be abstracted for applications and network services. SDN platform provides advantages like 

programmability, task virtualization and easy management of the network. However, it faces new challenges towards scalability 

and performances. It is a must to understand and analyze the performances of SDN for implementation and deployment in live 

network environments. SDN working with POX is studied. This paper analyses the working of POX controller and evaluates the 

performance metrics of POX controller for SDN environment. The emulation is done using the Emulation software. 

 

Index Terms : Traditional Network; SDN; Mininet; Emulator; Firewall; OpenFlow Protocol 

 
1. INTRODUCTION 

 

Today due to increasing network traffic and the users are 

rising exponentially. The network providers find it 

difficult to cope with it this phase of explosive 

expansion. The Traditional Architecture Network (TAN) 

has only two planes the application plane and the control 

plane as in Figure 1. The TAN is defined by the physical 

topology consisting of switches, routers and servers all 

cabled together. This indicates that once they are set, it is 

difficult to make changes in them. It is expensive and 

complex. This existing network  model is not compatible 

for varying workload demand that is mostly the case in 

Datacenter’s and Cloud Environment. 

 

The traditional network has logical distributed control 

and device specific management. This network has low 

dynamic configurability because it has device specific 

management. In this network, the routing table is built up 

by the control plane based on the learning and awareness. 

The protocol support for each device varies with 

depending upon each of the vendor’s each release. Thus, 

making the traditional network less compatible to multi-

vendor devices. 

  

Troubleshooting in Traditional networks is difficult as 

the cause and the area of the error in specific is hard to be 

determined in the old network. All network devices have 

a control plane that provides information which is used to  

 

 

build a forwarding table. They consist of a data plane that 

consults the forwarding table. The forwarding table is 

used by the network device in decision making process, 

where to send the frames or packets entering the device. 

Both of the planes co-exist directly in a networking 

device. As the network expands in TAN increases the 

devices used, cost, complexity and time for the network 

too increases.  Mostly the functionality of an appliance is 

implemented in dedicated hardware i.e. an Application 

Specific Integrated Circuit (ASIC) is often used for this 

purpose. Also, when a single device is needed to be 

added or removed in the traditional network, the network 

administrator will have to manually configure multiple 

devices like switches, routers, firewalls etc. on a device-

by-device basis. 

 

One of the major issue with the traditional networks that 

it is more prone to attacks from various sources, as the 

control and data are in the same plane. So enhanced 

security given is such that the intruders access to the 

controller to be blocked or terminated. Also, the 

authentications given to the packets are heavy and not 

always compatible for all kinds or types of devices 

working in a multi-user environment. 
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Fig 1 : Traditional Network structure 

 

The CAP (Consistency, Availability and Partition 

Tolerance) theorem is a major issue faced in traditional 

network. So, moving on to Software Defined Network 

(SDN) where the control plane is decoupled from the 

data plane and also, it permits dynamic configuration in 

the network [1]. Hence, it is much preferred. 

 

II. BACKGROUND 

 

SDN 

As mentioned in Fig 2, the Software Defined Network 

(SDN) has three main planes [14]. 

They are: 

a. Application plane 

b. Control Plane 

c. Data plane 

This network is flexible and agile. This makes it user-

friendly for the users to design, build and manage the 

network based on the needs. The deployment time taken 

by the Software Defined Network (SDN) is minimal. 

Also, the controllers can be easily programmed based on 

needs of the network. The Software Defined Network 

(SDN) has a logically centralized control plane which is 

programmable. The SDN has three types of controllers. 

They are: 

a. SDN controller, 

bSouthbound API’s (Application Programming 

Interface), 

c. Northbound API’s 

The SDN controller acts as the brain of the network in 

coordinating the flows within inter-domain and intra-

domain networks [4]. The Southbound API’s 

(Application Program Interface) relays on information to 

the switches and routers in the network. They form the 

connecting bridge between control and forwarding 

elements. The Northbound API’s regulate the 

communications with the applications and the deployed 

services. They are crucial to promote application 

portability and interoperability among different control 

platforms. There are many controllers currently used in 

Software Defined Network. They are POX, NOX, 

ONOS(Open Networking Operating System), Floodlight, 

Trema and Ryu [10][13]. 

 

 
Fig 2 : Software Defined Network structure 

 

The application plane is the layer that allows the 

applications to interact and manipulate the behavior of 

network devices though the control plane. Mostly the 

network information is provided to an application via the 

Northbound API of the controller. The SDN applications 

are traffic engineering, mobility and wireless, 

measurement and monitoring, security and dependability 

and data center networking [11]. 

 

The data plane consists of the switches, routers, and all 

the data forwarding devices. The forwarding devices 

contain the flow tables. They are reconfigured and 

reprogrammed based on the needs of the network. The 

data traffic is much reduced due the systematic check in 

the data packet headers. They are analyzed by an 

application so-called the Virtual Network Function 
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(VNF) analyzer. The packets headers are analyzed and 

then are routed to their destination based on the “Best 

Path to be Travelled”. Most of the OpenFlow switches 

used in SDN supports OpenFlow (OF) protocol [8]¬. The 

major security threats in SDN are Unauthorized Access, 

Data Leakage, Data Modification, Malicious 

/Compromised Applications, Denial of Service and 

Configuration Issues [6]. Also, by abstracting the 

network from the hardware, policies no longer are to be 

executed in the hardware, instead, they use of a 

centralized software application functioning as the 

control plane makes network virtualization possible in 

SDN.  

 

OpenFlow Protocol 

OpenFlow protocol is one amongst the initially used 

protocol in Software Defined Networking standards [3]. 

The recently used version is 1.3.0. The OpenFlow 

network policies and its applications are implemented as 

the OF applications, such that any application that works 

in SDN should support OF protocol. The application 

plane interacts with the northbound API via the control 

plane.  

 

The OF controller interacts with the data plane is via the 

Southbound API. The controllers are distinct from the 

switches. This separation of the control from the 

forwarding allows for more sophisticated traffic 

management than is feasible for users by the Access 

Control Lists (ACLs) and routing protocols. Also, 

OpenFlow allows switches from different vendors mostly 

of each one with their own proprietary interfaces and 

scripting languages to be manage remotely using a 

single, open protocol. To work in an OF environment, 

any device needs should be communicated to the SDN 

Controller which mostly supports the OpenFlow 

protocol. Through this interface, the SDN Controller 

pushes down any changes to the switch/router related to 

the flow-table allowing network administrators with 

partitioning of traffic, controlling the flows for optimal 

performance, and start testing new configurations and 

applications. 

 

The OF protocol is mainly supported by OF switches in 

the data plane. It runs over the “Secure Socket Layer” 

(SSL) in switches. The OpenFlow protocols defines three 

types of tables in the logical switch architecture as in 

figure 3. They are: 

 Flow tables 

 Group tables 

 Meter tables 

The flow tables are dynamically configured on the arrival 

of the packets. They match the incoming packets in the 

flow to the flow rules specified in the table and specified 

the action for the packet is defined in the flow-table. 

When they receive a data packet, depending upon the 

specified action in the packet, the work needed to be 

done is determined. There is also a possibility for the 

creation of multiple flow tables in a pipeline fashion. It 

also directs the flow to the Group tables which triggers 

the various actions in the flow. The Meter table can also 

trigger actions which leads to performance variations in 

the flows. 

 

Mininet  

It’s a network emulator [2] [7]. In this software, the 

creation of Virtual hosts, switches, controllers and links 

are possible. It runs in standard LINUX platform. The 

switches used here support OpenFlow protocol which is 

highly flexible for custom routings and Software Defined 

Network. Mininet is actively developed, supported and is 

released under a permissive BSD Open Source license. 

It’s simple, open-sourced and less expensive, so mostly 

preferred for developing OpenFlow applications. It also, 

permits multiple developers to access the same topology. 

It has its own Command Line Interface (CLI) for 

debugging and running network wide tests. 

 
Fig 3 : Open Flow working structure 

 

It supports arbitrary custom topologies and basic 

parametric topologies. Also provides a straight-forward 

approach and extensible Python API for the network 

creation and experimentation. The MiniNet network runs 

the real code in the network application, Linux kernel 

and the network stack.   
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POX Controller 

POX is the upgraded Python based version of NOX 

controller [12]. It is an open source controller. It has a 

high level for query-able topology and support for 

virtualization. It was initially used as an OpenFlow(OF) 

controller but now it is used as a switch too. It provides 

reusable components, path selection, topology discovery, 

load balancing etc. It is the default controller used when 

a controller is evoked in Mininet software. It supports 

Graphic User Interface (GUI) and visualization tools. 

 

It architecture is simple compared to other controllers as 

in figure 4. The communication between the controller 

and the switches is using OF protocol. The OF switches 

behave just like forwarding devices. They perform only 

on the instruction from the controller. When the switch is 

ON, at the next instant it will immediately connect with 

the controller. Each switch has its own flow table. 

Initially they are empty.  

 

At the arrival of a packet, the switch sends a Packet-in 

message to the controller. Then the controller inserts 

flow entire in the flow table of the switch regarding how 

to handle the packet. The flow entry has 3 parts: rule, 

action and counters. So as each packet passes a flow 

entry is installed in the switch such that it may be able to 

handle the packet without the intervention of the 

controller. If the flow entries do not match with the one 

in the controller, it sends a response the discard the 

packet. 

 

The benefits of using POX is the it need less memory 

space to operate unlike other controllers but has low 

throughput performance when compared with other 

controllers. 

 
Fig 4 : POX Controller architecture 

 

D-ITG 

D-ITG (Distributed Internet Traffic Generator) is a 

platform that can generate traffic which adheres to the 

patterns where the inter departure time of the packets and 

the packet size can be defined [9]. It supports a lots of 

probability distribution like Pareto, Cauchy, Poisson, 

Normal and Gamma. It also supports wide number of 

protocols like: TCP, UDP, ICMP, Telnet and VoIP. The 

users can obtain the details of the flow of packet like the 

One-Way-Delay(OWD), Round-Trip-Time (RTT), 

packet loss, Jitter and the throughput measurement. It 

also permits the users to set the Type of Service(TOS) 

and the Time to Live(TTL) of the packet 

 

 
Fig 5 : D-ITG Software Architecture 

 

The D-ITG has a Distributed multi-component 

architecture. The figure 5 displays the software 

architecture of D-ITG. As it is in the architecture a 

separate signaling channel between the sender and 

receiver for communication and it is ruled by a special 

protocol Traffic Specification Protocol(TSP). D-ITG 

mainly comprises of ITGSend, ITGRecv and ITGLog. 

The ITGSend is the only source of traffic generation. It 

can operate in various modes like single flow mode, 

multiple flow mode and daemon mode. In single flow 

mode just generates a one flow.  

A single thread is responsible for this flow generation 

and management. In multiple flow mode sets of flows are 

generated. It has many threads to manage flow. One 

among them implements the TSP while the other 

generates traffic flows. To collect the statistics of the 

flow, connect to the log host for it. ITGRecv works by 

listening to the TSP connections. When a connection 

requesting thread arrives, it generates a thread that is 

responsible for its communication with the sender. Each 

flow is received as a separate thread. ITGLog indicates a 
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log server running on a different host than the sender and 

the receiver. It is capable to receiving and storing 

multiple information from multiple sender’s and 

receivers. Mostly the log information is usually sent 

using reliable TCP channel or rarely in unreliable UDP 

channel. 

 

III. NETWORK TOPOLOGY 

  

 
Fig 6 : The Topology of the Simulated Network 

 

A linear topology was implemented with 10 switches and 

11 hosts and all the further analysis and simulations were 

done using the above-mentioned topology.  

 

IV. IMPLEMENTATION 

 

This work mainly focusses on the performance of POX 

controller using Mininet software. As POX is the default 

controller used when a controller is evoked in for any 

purpose in Mininet. All the switches used here operate 

with OF protocol. This protocol helps it easily and 

effectively communicate with the controller regarding 

the flow. Performance evaluation of POX controller is 

checked. Certain parameters are deemed for testing 

purpose [5][15].  

They are: 

 

1. Bandwidth Utilized 

2. CPU load allocation 

3. Packet Loss 

4. Scalability 

 

The topology used is mostly linear topology with the size 

of hosts or switches increasing exponentially i.e. 

5,10,15.…80. or a tree topology with depth=1 and 

fanout=2. For test purpose the fanout is increased from 2 

to 80 i.e. the number of hosts connected to the switch 

connected to the controller is increased exponentially. 

 

Bandwidth Utilized 

For performance analysis the bandwidth usage is also an 

important factor. To test the Bandwidth utilization, 

initially a linear topology with 80 hosts and switches can 

be seen in figure 6 is used. Then a bandwidth of 10Mbps 

is allocated and the utilized bandwidth by the switches 

using iPerf is recorded. Then gradually the allocated 

bandwidth is increased by ten to 20Mbps and then at an 

exponential phase till 50 Mbps. 

 

The simulation is run and the test results are tabulated in 

the Table 1 for reference. 

 

Table 1 : Bandwidth utilized by the Network 
Switch 

Count 

Utilized 

BW (For 

allocated 

10 Mbs) 

 

Utilized 

BW (For 

allocated 

20 Mbs) 

Utilized 

BW (For 

allocated 

30 Mbs) 

Utilized 

BW (For 

allocated 

40 Mbs) 

Utilized 

BW (For 

allocated 

50 Mbs) 

1 9.388 19 27.8 35.6 40.3 

10 9.366 18.3 27.9 24.3 45.6 

20 9.285 18.5 27 17.3 44.6 

30 9.26 18.3 26.8 31.3 37.7 

40 8.946 18.1 24.5 32.4 37.4 

50 8.84 17.2 22.1 28.2 40.3 

60 8.796 14 24.9 27.3 38.6 

70 8.28 16.9 24 24.9 36.3 

80 8.11 14.5 23.1 22.6 35.1 

 

Then the values in Table 1 is plotted as a graph as in 

figure 7. From the figure it can be analyzed that for 

10Mbps the bandwidth utilized is minimum and constant. 

For 20Mbps the effective utilization is till 50 switches 

and for 30Mbps it is till 45 switches. At 40Mbps unlike 

others effective utilization of bandwidth is at 40 to 50 

switches and at 50Mbps effective bandwidth utilization is 

at 10 to 20 switches. This brings to the conclusion that 

effective bandwidth utilization happens at 20 to 50 

switches. After that wastage of bandwidth is detected. 

 
 

Fig 7 : Plot of Bandwidth Utilization Vs Switch count 

 

CPU Load Allocation 

 This checks the efficiency of how the POX 

controller works depending on the amount of load given. 

So, for this test a Tree topology is considered as in figure 
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6 with depth = 1 and fanout = 2. Initially 10% of the 

CPU is allocated and 10*10^9 bits is sent from the 

controller to the Hosts. The number of bits received per 

second value is taken. Gradually the CPU load is 

increased by10 to 20%. 

 

From the figure 9, initially as the load is 10% the rate of 

bits received is less i.e. speed is less. But at 75-80% 

allotment better performance is achieved i.e. when 

maximum CPU space is allocated to CFS (Completely 

Fair Scheduler), maximum packets are received. 

 

Table 2 : Packets received based on the CPU Load 

CPU (% allocated) 

 

Received Bits per Sec 

 

10 5.90E+08 

20 1.23E+09 

30 1.83E+09 

40 2.38E+09 

50 3.50E+09 

60 3.09E+09 

70 4.91E+09 

80 6.20E+09 

90 3.50E+09 

100 4.29E+09 

 

 
Fig 8 : Space Allocated to CPU Load Vs Received 

bits/sec 

 

Packet Loss 

 
Fig 9 : D-ITG used in Linear topology 

 

The final test is to check the Packet loss. It is an 

important factor when it comes efficiency of packet 

delivered. It also determines the networks reliability. For 

this a traffic generator known as D-ITG (Distributed 

Internet Traffic  

Generator) is used. For this test a linear topology is taken 

into consideration with 10 hosts and switches. Here hosts 

h6 and h8 are the senders. Host h1 is considered as the 

receiver and h10 is made remote log host as in Fig 9. 

flows with varying the packet size from 64 to 1450 bytes 

are sent. 

 

Table 3 : Packet loss based on Packet size 

 
  

From the Fig 10, at 200 and 900 bytes there is a sharp 

rise in the packets lost. At about 450 to 800 the packet 

loss is stable. After 1200 the loss is rising exponentially. 

Initially there is no packet loss, but from 192 there is a 

small loss which gradually increases 
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Fig 10 : Plot of Packet Size Vs Packet Loss 

 

V. ADVANTAGES 

 

There are certain advantages of using a Software Defined 

Network (SDN). The programmability of a Network is 

very essential to any organization where the operational 

costs are reduced by many folds. The existing 

conventional network can be expanded which in turn 

increases the scalability and provides the users with a lot 

of re-usability options. 

 

The SDN provides a Centralized view of the entire 

network, making it easier to centralize enterprise 

management and provisioning. The SDN also provides 

centralized security as it can be controlled virtually. 

 

The ability to shape and control data traffic is another 

advantage of using a SDN. Being able to achieve this, the 

Quality of Service (QoS) is increased and this system 

also provides flawless user experience. So content 

delivery is Guaranteed. 

 

VI. CONCLUSION 

 

This work specifically uses POX controller and evaluated 

its performance factors as Bandwidth utilization, CPU 

load and Packet Loss using iPerf and D-ITG. It was 

analyzed that effective bandwidth utilization happens 

with 20 to 50 switches in the network. When 75-80% of 

the CPU load is given to Completely Fair Scheduler, it 

performs better. The packet loss drastically increases 

after 1200 bytes, which makes this controller less reliable 

after. Mainly the SDN is a boon for data centers where 

large amount of data, user’s and devices are handled. So, 

reliability, scalability, are some important parameters 

needed for SDN to be deployed. The latest hardware for 

Software Defined Network, the OpenFlow switch Zodiac 

FX can be deployed with POX controller. 
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Abstract:-- There is a tremendous demand for concrete which is highly workable and durable. As a result plain cement concrete is 

brittle in nature and weak in tensile strength there is no minimum resistance to cracking. In order to overcome deficiencies in 

concrete to increase performance of concrete fibers were added. 

 This project aims to study the synthetic fibers consisting of three different fiber combinations i.e. Polypropylene, HDPE,  Recorn 

3s. The objective of this study is investigating the mechanical properties of concrete containing fibers. The properties that where 

studied includes workability of fresh concrete mix also. The addition of synthetic fibers in concrete is by 0%, 0.25%, 0.5%, 0.75%, 

and 1% by volume of cement. These fibers are used in concrete to increase strength of the reinforced concrete. 

In present work, attempt is made to see effects of fibers on compressive strength, spilt tensile strength and flexural strength of 3 

days, 7 days and 28 days is compared with the strengths of nominal mix concrete of grade M40 with percentage variation along 

with orientation in plain concrete. 

 

Index Terms : Concrete, Fibre, Recorn 3s, Polypropylene, HDPE, Compressive Strength Test, Split Tensile Strength, Flexural 

Strength Tests 

 
1. INTRODUCTION 

 

Concrete is used as building material, but fragile concrete 

has a disadvantage of relatively low tensile strength, low 

resistance to cracking and propagation, and weak tension. 

Under some assumptions, deformed reinforcing bars or 

pre- stressed tendons are provided in concrete to improve 

margins (RCC). It can usually be reinforced with a 

stronger material.   

Tension defects in plastic cement concrete and hardened 

concrete can be overcome by using existing reinforcing 

steel reinforcements and by including a sufficient amount 

of specific fibers. So we are using fibers as secondary 

reinforcements. 

Fiber reinforced concrete (FRC) is a concrete containing 

fibrous material that increases the structural integrity of 

concrete. It contains a uniform distribution and randomly 

oriented short discrete fibers. Fiber is a reinforcing 

material. A fiber is a small piece of stiffener with certain 

characteristics. Fiber is a building material to increase 

flexural and tensile strength and is considered a binder 

that can combine Portland cement and cement matrix. 

Fibers include steel fibers, glass fibers, synthetic fibers 

and natural fibers. The characteristics of fiber-reinforced 

concrete also depend on the various concrete, fiber 

materials, geometry, distribution, direction and density. 

Fiber is a small stiffener with specific properties. It can 

be round or flat. Fiber is often described as a convenient 

parameter called "aspect ratio". The aspect ratio of fibers 

is the ratio of length to diameter. Typical aspect ratios 

range from 30 to 150. 

 

DIFFERENT TYPES OF FIBRES : 

SFRC - Steel Fiber Reinforced Concrete 

GFRC - Glass Fiber Reinforced Concrete 

SNFRC - Synthetic Fiber Reinforced Concrete 

NFRC - Natural Fiber Reinforced Concrete 

 

Why should we use Synthetic Fibers? 

Fibers benefit the concrete in both the plastic and 

hardened state includes:- 

Plastic precipitate crack reduction 

Plastic shrinkage crack reduction 

Low permeability 

Increased impact and abrasion resistance 

Providing shatter resistance. 

 

Synthetic fiber work on hardened concrete: Synthetic 

fiber specially designed for concrete prevents the 

crushing force by tightly binding the concrete. When 

synthetic fiber is used, the water cement ratio becomes 

uniform bleeding because it gives abrasion resistance. 

Synthetic fiber reduces plastic cracking of concrete. This 

improves the impact resistance of concrete. The 

relatively low coefficient of synthetic fibers provides 

shock absorption properties. Synthetic fibers help the 
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concrete develop optimum long-term shelf life with 

reduced plastic settling and shrinkage crack formation, 

reduced permeability and increased resistance to 

abrasion. Shatter and impact force. Synthetic fibers are 

compatible with all mixtures of silica fume and cement 

chemicals. 

 

II. LITERATURE REVIEW: 

Konapure and Kalyankar (2015). In this study aims to 

investigate the normal mixing of HFRC such as basalt 

fiber reinforced concrete  (BFRC) and polypropylene 

fiber (PP). Adding 0.5% fiber slightly increases the 

compressive strength and bending strength of the 

concrete. Flexural strength is improved for 0.5% fibers 

and decreased for 1% fibers. This may be due to the 

fibrillated nature of basalt and polypropylene fibers 

affecting the homogeneity of the concrete. 

 

Harish and Anandh (2015). An overview of this paper on 

M20 grade concrete using various combinations of 

hybrid fibers, namely coconut fibers and recron fibers. 

Overall test results showing maximum compressive 

strength and tensile strength are achieved when the fiber 

content is 1% for coconut fibers and 1% for recron fibers. 

 

Leshma (2015). In this document author studied, steel 

and synthetic fibers (polypropylene) are used to highlight 

the HFRC of the outer beam. M40 grade concrete was 

used. The compressive strength of the HFRC reached a 

maximum at  0.38% ST & 0.12% PP volume fraction and 

was 7.5% higher than SFRC. 

 

Sudarshan, Manjulavani, V Bhikshma (2015). In this 

study, we wanted to investigate HDPE  (High Density 

Polyethylene Fiber Reinforced Concrete) for M30 grade 

concrete. The percentage of HDPE considered in this 

experiment is 0-6%. A series of test blends were 

conducted for the investigation to achieve the desired 

target strength of the various proportions of HDPE 

concrete. Mechanical properties are evaluated for all 

percentages. 

 

High-density polyethylene concrete has shown a slight 

improvement in all properties compared to conventional 

concrete. HDPE fibers are mainly derived from cement 

bags and require 50 bags of one layer of HDPE fiber-

reinforced concrete, Sexual waste is gone. The volume of 

the fibers is 3.0%. 

 

 

 

 

III. MATERIAL USED: 

 

1)Cement: OPC 53 Grade Deccan cement was used for 

this experiment..  

2)Fine Aggregate: used in this investigation was clean 

river sand and the  tests was carried out in sand according 

to IS. 2386:1968. Fine adjustment sizes less than 4.75 

mm are considered fine aggregates. 

3)Coarse Aggregate: A dry angular coarse aggregate of 

20 mm maximum size and 10 mm minimum size was 

used for experimental work. 

 

4)Water: Water is an important ingredient in concrete 

because it is actively involved in chemical reactions with 

cement. This is due to the strength imparted to the 

cement gel and the workability of the concrete. 

5)Recorn 3s: Recron-3 is a discrete discontinuous staple 

fiber that can be used for       concrete to suppress and 

inhibit cracks. Recorn 3s is the incorporation of 

discontinuous and discrete staple fibers into the concrete 

matrix that provides a multipoint secondary 

reinforcement, distributed at random, resulting in three-

dimensional crack control and a crack-arrest mechanism. 

 

Table 1: Recorn 3s properties 

Recorn 

3s Fiber 

Cut length 6mm 

Diameter 0.04mm 

Tensile 

strength 

4000-6000 

kg/cm
2
 

Aspect ratio 150 

Specific 

gravity 

1.34-1.40 

cc/g 

Melting 

point 
> 250

0
C 

Elongation >100% 

 

 
Fig1: Recron 3s 
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6) Polypropylene: 

Polypropylene is a tough and rigid, crystalline 

thermoplastic produced from propene (or propylene) 

monomer. It is a linear hydrocarbon resin. The chemical 

formula of polypropylene is (C3H6)n. PP is among the 

cheapest plastics available today. 

 

Table 2: Properties of polypropylene fibers 

Dia

mete

r (D) 

mm 

Leng

th (l) 

mm 

Aspec

t 

Ratio 

(l/D) 

Tensile 

Streng

th 

Mpa 

 

Specifi

c 

gravity 

0.044

5 

6.20 139.33 308 1.33 

 

 
Fig.2: Polypropylene 

 

7) HDPE: High density polyethylene is a polyethylene 

thermoplastic made from petroleum. When used for 

pipes, it is sometimes referred to as "alkathene" or 

"polythene". 

 

Table 3: HDPE properties 

 

 

 
HDPE 

Fiber 

Density 970 Kg/m
3
 

Diameter 0.40mm 

Tensile strength 50-71 Ksi 

Elasticity Modulus 725 Ksi 

Water absorption Nil 

Aspect ratio (30mm) 75 

 

 
Fig3: HDPE 

 

 

 

 

IV. TABLES, RESULTS & GRAPHS 

 

Table 1: Compressive Strength Test 

 

S.

no 

 

Fiber 

percent

age 

3 days 

Compres

sive 

strength 

( N/mm2) 

7 days 

Compressi

ve strength 

( N/mm2) 

28 days 

Compressiv

e strength 

( N/mm2) 

1 0 % 18.46 32.56 49.53 

2 0.25% 19.63 33.27 51.03 

3 0.5% 20.78 33.75 51.93 

4 0.75% 21.98 36.86 53.64 

5 1% 19.18 32.19 50.46 

 

 
Fig .4: Graph of Compressive Strength Test 

 

Table 2: Split Tensile Strength Test 

 

S.no 

 

Fiber 

percent

age 

3 days 

Split Tensile 

Strength  

(N/mm2) 

7 days  

Split 

Tensile 

Strength  

(N/mm2

) 

28 day  

Split Tensile 

Strength  

 

(N/mm2

) 

1 0 1.43 2.5 3.19 

2 0.25 1.56 2.59 3.70 

3 0.5 1.87 2.91 3.83 

4 0.75 2.04 3.28 4.27 

5 1 1.59 2.60 3.62 
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Fig 5: Graph of Split Tensile Strength Test 

 

Table 3: Flexural Strength Test 

 

S.no 

Fibers  

Percentage 

 

3 days 

Flexural 

tensile 

strength 

( N/mm2 ) 

7 days 

Flexural 

tensile 

strength 

( N/mm2 ) 

28 days 

Flexural 

tensile 

strength 

( N/mm2 ) 

1 0% 2.07 3.19 4.81 

2 0.25% 2.86 4.31 5.34 

3 0.5% 3.43 4.89 6.33 

4 0.75% 3.04 4.46 5.87 

5 1% 2.27 3.93 5.28 

 

 
Fig 6: Graph of Flexural Strength Test 

 

V. CONCLUSION: 

 

1. An observational. study .on cubes, .cylinders, 

beams for Compressive Strength, Split tensile. 

Strength and flexural Strength respectively by 

mixing of Polypropylene, HDPE and  Recorn 3s 

fibers. 

2. Based .on the investigation the following 

conclusions are drawn they are: 

3. From the results, it was found that the fibers of 

optimum strength were 0.75% in compressive 

strength and spilt tensile strength. 0.5% in the 

flexural strength test. 

4. The use of 0.75% of fibers is the optimal 

combination to achieve the desired need. 

5. The use of fibers improves durability by 

reducing maintenance cracks by reducing micro 

cracks and permeability. The use of Recron3s 

fibers has been shown to reduce segregation. 

6. Compressive strength shows an increase of 

7.66% compared to ordinary concrete. 

7. The split tensile strength of  fibers was 

increased at 0.75%. 

8. Split tensile strength shows an increase of 

25.29% compared to conventional concrete. 

9. The flexural strength of  fibers were increased at 

0.5%. 

10. Flexural strength increased by 24.01% 

compared to conventional concrete. 

11. It has been found that cracking during spilt 

tensile testing is slower than conventional 

concrete. This shows that synthetic fibers are 

better in avoiding propagation of cracks. 

12. Research on Pozzolanic materials and fibers is 

still limited. But it promises a great range for 

future research. The following aspects are 

considered for the following study and survey. 

13. While testing the specimens, the plain cement 

concrete specimens have shown a typical crack 

propagation pattern which leaded into splitting 

of beam in two piece geometry. But due to 

addition of  fibers to the concrete cracks 

eliminates the cracks that lead to ductile 

behavior of the fibrous concrete. 

VI. SCOPE OF STUDY: 

 

Usage of fibers  is satisfying the flexural values and 

addition of Polypropylene, HDPE, and Recorn 3s with 

respect to cement is giving high early strength properties. 

Fibers is proven performance in various experiments and 

comes in various lengths to suit applications. By usage of 
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fibers in practical experiments gives enhanced durability 

to whole structure and increases the bonding strength 

completely. By using these materials in practically 

results from flexural are completely satisfied. In 

construction of tanks and pavements gives best results in 

construction industry. Further the chemical reactions and 

elevated temperatures are studied like very low 

permeability to chloride and water intrusion to structures. 
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Abstract:-- Geopolymer concrete an innovative material that is characterized by long chains or networks of inorganic molecules is a 

potential alternative to conventional Portland cement concrete for use in transportation infrastructure construction. It relies on 

minimally processed natural materials or industrial by products to significantly reduce its carbon footprint, while also being very 

resistant to many of the durability issues that can plague conventional concrete. 

 However, the development of this material is still in its infancy, and a number of advancements are still needed. This briefly 

describes geopolymer concrete materials and explores some of their strengths, weaknesses, and potential applications. In this paper 

we discuss the strength and behaviour of geopolymer concrete. 

 In the present study, a geopolymer concrete of M35 grade is considered and addition of nano-silica at 1%, 2% and 3% respectively 

and steel fiber at 0.5%, 1% and 1.5% respectively to percentage of cement for testing the compression and split tensile strength at 

7th and 28th days and the durability of the fiber added concrete is checked by Electro-Chemical Corrosion Test.  

 

Index Terms : Geopolymer concrete, sodium hydroxide (NaoH) , sodium silicate (Na2Sio3) , Hooked end Steel fiber reinforced 

concrete, accelerated corrosion. 

 
1. INTRODUCTION 

 

Geopolymers are a group of materials that are 

manufactured from an alumino silicate mixture and an 

alkaline solution. They have a wide variety of uses and 

advantages over OPC. Alternative binders to OPC 

including geopolymers belong to the Alkali Activated 

Materials (AAM) group. A major advantage of using 

geopolymers and AAM over OPC is an increase in 

durability. Cements analyzed from Egyptian and Roman 

structures are shown to have crystalline zeolitic phases in 

addition to the OPC like hydrates. These crystalline 

phases are one of the reasons why researchers believe 

that ancient cement was so much more durable to modern 

cement. This durability comes from the three 

dimensional polymeric chain and ring structure of the 

alumino silicates. Unlike cement, water is not used in the 

reaction of the alumino silicates; instead water is 

evaporated out during the curing process. Applications 

for geopolymer cements stem from their high heat 

tolerance, affordability and reduced environmental 

impact.  

 

 1.1 Research significance 

The aim of the project work is to use the Geopolymer 

concrete with Nano-silica and Hooked End Steel Fiber. 

The objective of the study is to add the Nano- silica with 

Geoploymer solution , Al2O3 and  Steel Fiber to the 

concrete and to study the strength properties of concrete 

with the variation in Nano-silica content. i.e., to study the  

 

strength properties of concrete (M35 Grade) of  0%, 1%, 

2% and 3% at 7 and 28 days. To the optimum obtained, 

steel fibers are added at 0%, 0.5%,1%,1.5% to the study 

the strength properties at 7 and 28 days. The strength 

properties being studied are as follows: 

1. Compressive strength. 

2. Split Tensile Strength. 

3. Corrosion resistance Test. 

1.2 Scope of work 

This study is limited to investigate the compressive 

strength , split Tensile Strength and corrosion resistance 

of the Nano-silica and steel fiber concrete cubes. 

Variation in Nano-silica content. i.e., to study the 

strength properties of concrete (M35 Grade) of 0%, 1%, 

2% and 3% at 7 and 28 days. Later on getting strength , 

addition of steel fiber of 0%,  0.5%, 1%, 1.5% at 7 and 

28 days  are used. 

 

2. TEST MATERIALS 

2.1 Materials 

The materials used in this present work are steel fiber, 

Ordinary Portland cement (53 grade), coarse aggregates 

and fine aggregates and Geopolymer solution. 

2.2 Cement 

Cement is a binder, a substance that hardens and sets and 

can bind other materials together. It is used in 

construction and it can be characterized as being either 

non hydraulic or hydraulic, depending upon the ability of 

the cement to be used in the presence of water. 
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2.3 Aggregates 

Crushed granite was used as coarse aggregate passing 

through 20 mm having specific gravity of 2.62 and water 

absorption is 0.45. The fine aggregate has specific 

gravity  2.44 and water absorption 1. 

 

2.4 Steel fiber 

Steel wire fibers are dispersed randomly in the cement 

concrete can lessen or even supplant traditional rebar and 

welded reinforcement which expands the rigidity or 

tensile strength. It can be connected in modern industrial 

floors, street roads, strip foundation, street surfacing, 

bridge spans and different developments with standard 

basic requests. Steel fibers of 4mm width and 50mm 

length are utilized. 

 
Figure 1: Hooked end steel fiber 

 

2.5 Geopolymer solution 

 Geopolymer concrete is prepared by addition of   

Activating solution (NaoH +Na2Sio3) and (Al2O3)2 

subsequently Polymerizes into molecular change and 

become the binders. The polymerization process involves 

a substantially fast chemical reaction under alkaline 

conditions results in a three-dimensional polymeric chain 

and ring structures with the materials must often 

considers for using transportion infrastructure typically 

having an Si:Al between 2 and 3.5. 

  

n(Si2O5,Al2O2)+2nSiO2+4nH2O+NaOH or KOH Na
+ 

,K
+
   +n(OH)2 -Si-O-Al

—
-O-Si-(OH)2 

The temperature during curing is very important, and 

depending upon the source materials and activating 

solution, heat often must be applied to facilitate 

polymerization, although some systems have been 

developed that are designed to be curing at 100°C 

temperature. 

 

3. EXPERIMENTAL TESTING PROCEDURE 

 

3.1 Accelerated corrosion process 

The electro chemical procedure of Corrosion test for 

steel is finished with various responses happening at the 

anodic and cathodic destinations. A supply of oxygen 

and water is required to keep up the response. In new 

cement concrete the pores solution pH is around 12.5. In 

these conditions a steady oxide "passive" layer is formed 

on the surface of the steel which gives assurance from 

corrosion. In the event that the cement concrete 

carbonates to the depth of the steel as well as chlorides 

are available at above threshold limit the insurance can 

be traded off.  

All specimens were put in the tank containing salt 

solution and associated with the positive end of the 

power supply at titanium poles utilizing cupper core 

cable. The negative connection of the circuit was given 

utilizing a bit of exposed steel electrode partly 

submerged in the arranged solution. Figures demonstrate 

the accelerated corrosion test setup. A consistent 16A 

current was gone through the NaCl solution and samples 

for 45 days. In this arrangement plan steel fibers went 

about as an expending anode to keep up the present 

course through the concrete samples. 

 
Figure 2: Schematic diagram of the accelerated   

corrosion test used 

 

 
Figure 3: Accelerated Corrosion apparatus 

 

3.2 Compressive strength 

Compressive strength of cement is a standout the most 

critical and valuable properties of cement. In structural 

applications concrete is utilized principally to oppose 

compressive stress. In those situations strength in tension 

or in shear is of essential significance, the compressive 

strength is utilized as a measure for these properties. 

Along these lines, the concrete making properties of 

different ingredients of mix are typically measured in the 

terms of compressive quality. 
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Figure 4: Compression testing machine 

 

3.3 Split Tensile Strength 

For Split Tensile strength test, a cylindrical barrel sample 

of measurement 150 mm diameter across and 300 mm 

length were cast. The casted samples were demoulded 

following after 24 hours of casting and were cured in 

curing tank wherein they were permitted to cure for 7 

and  28 days. These examples were tested under (CTM) 

compression testing machine. In every classification 

three Cylinder barrels samples were tested and their 

mean average value is taken. Split Tensile quality was 

computed as takes after as split elasticity: 

Split Tensile quality (MPa) = 2P/π DL, Where, P = , D = 

distance across of chamber, L = length of chamber 

 

4. RESULTS AND DISCUSSIONS 

 

The present experimental study is carried out to find out 

the workability, compressive strength ,Split Tensile 

Strength and corrosion resistance of 

150mm*150mm*150mm cubes for different ratios of 

Nano-silica and steel fiber to the cement. The cubes are 

tested for compressive strength and Split Tensile 

Strength at  7 days, 28 days. The compressive strength 

and Split Tensile Strength values are taken as the average 

of the three test results. The results of compressive 

strength and Split Tensile Strength of specimens are 

presented in the tabular forms. Also the graphical 

representation of compressive strength and Split Tensile 

Strength of concrete cubes of various mixes is also 

presented. The cubes are immersed in Nacl solution and 

current is passed 48 hour duration and the compressive 

strength and Split Tensile Strength is reported in tabular 

form and the graphical representations for various ratios 

are presented. 

 

4.1 Compressive strength of percentage of Nano-silica 

 Chart 2: Variation of Compressive Strength gives the 

higher strength  for percentage of Nano-silica for 7 and 

28 days 

 

4.2 Compressive Strength gives the higher strength  

for percentage of Nano-silica and stel fiber for 7 , 28 

days 

 
Chart 3 Variation of Compressive Strength gives the 

higher strength  for percentage of Nano-silica and 

steel fiber for 7 , 28 days 

 

4.3 Split Tensile Strength result for 7 and 28 days 

 
Chart 4: Variation of Split tensile Strength gives the 

higher strength for the different percentage of Nano-

silica for 7 and 28 days of the specimens. 

 

4.4  Split Tensile Strength result for 7 and 28 days  

 
Chart 5:  Variation of Split tensile Strength gives the 

higher strength for the different percentage of Nano-

silica for 7 and 28 days 
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4.5 Compressive strength for steel fiber and 

accelerated corrosion 

 
Chart 6:  Variation of compressive Strength gives the 

higher strength for the different percentage of Nano-

silica and accelerated corrosion for 7 , 28 days 

 

5. CONCLUSIONS 

 

1. Thе currеnt еxpеrimеntal procеdurе Utilizеd for 

accеlеratе corrosion in stееl fibеr rеinforcеd concrеtе 

which can bе considеrеd as a good tеchniquе to 

implеmеnt corrosion in concrеtе spеcimеns in a small 

pеriod of timе. 

2. Stееl fibеrs appеar to prеsеnt lеss damagе than thе 

normal stееl bar usеd normally in corrosion tеsts. 

3. It is obsеrvеd that thе workability of stееl fibеr 

rеinforcеd concrеtе gеts rеducеd as thе pеrcеntagе of 

stееl fibеrs incrеasеs. 

4. From comprеssion bеhavior of corrosion stееl fibеr 

concrеtе it was obsеrvеd that thе pеrformancе of 

spеcimеns was not much influеncеd by corrosion attack. 

This has vеry lеss influеncе on thе comprеssivе strеngth 

of thе spеcimеns. 

5. From Split Tеnsilе bеhavior of corrosion stееl fibеr 

concrеtе it was obsеrvеd that thе pеrformancе of 

spеcimеns was not much influеncеd by corrosion attack. 

This has vеry lеss influеncе on thе Split Tеnsilе strеngth 

of thе spеcimеns. 

6. Stееl fibеr rеinforcеd concrеtе has vеry slight dеcrеasе 

in comprеssivе strеngth and Split tеnsilе Strеngth aftеr 

conducting accеlеratеd corrosion tеst at 1.5% dosagе of 

stееl fibеr duе to discontinuity of fibеrs. Hеncе it is 

prеfеrablе to usе 1.5% dosagе of stееl fibеrs to dеcrеasе 

corrosion еffеct 

7. Geopolymer concrete exhibited higher compressive 

strength when compared to ordinary Portland concrete. 

8. In medium grade Geopolymer concrete NaOH plays a 

vital role in attaining strength, in view of trials and cost 

parameter 12M is recommended as optimum molarity for 

NaOH. 

9. The reaction of Nano Silica is extremely slow during 

ambient temperatures, subsequently heat curing is 

recommended for Nano Silica based Geopolymer 

concrete in order to achieve higher strength at early age. 

10. Geopolymer concrete has gained strength in 

contradiction to loss of weight in case of ordinary 

Portland concrete, post exposure to aggressive 

environment. 

11. Geopolymer concrete exhibited superior performance 

in terms of mechanical properties and durability in 

aggressive environment when compared to ordinary 

Portland concrete. 

12. Compressive strength of Geopolymer concrete is 

comparatively higher than ordinary concrete for the same 

grade of concrete. It is also observed that the 7 days 

compressive strength is almost equals to two third of 28 

days strength which supports the application of this 

concrete.  

13. When compared with flexural strength for M35 grade 

normal concrete estimated as per IS456 : 2000, the 

flexural strength of GPC is 3.31 N/mm2 which is 

marginally less than the estimated value. 

14. The temperature resistance of Geopolymer concrete 

is very much higher and behaves good enough under 3 

hours of oven curing at 200oC.  

 

SCOPE FOR FURTHER STUDY 

 

1. The mix done for grade M35 in this study can be 

extended for other grades. 

2. Different alternatives to sand and coarse aggregates 

can be used like the materials discussed above. 

3. The percentage of Sodium Hydrooxide and Sodim 

Silicate can be varied and can be used with different 

alternatives of ingredients of concrete. 

4. Finally it can be said that there is alot of scope for the 

study of sustainable concrete. 
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Abstract:-- Concrete is the universally accepted material for its adverse properties with high usage of the concrete for all type of the 

works in the world, it leads to depletion of natural resources like river sand, and granite. Which are the components of the concrete 

as fine aggregate and coarse aggregate in this project M30 grade concrete is taken in which 10%,20%&30% of coarse aggregate is 

replaced with over burnt bricks and 10%,20%and 30% of coarse aggregate replaced with pumice by volume. And the compressive, 

flexural and split tensile strength properties at 7,28& 56 days and the unit weights of the concrete compared. In order to safe guard 

the natural resources, alternate material like over burnt bricks, pumice considered in the present project. 

 
1. INTRODUCTION 

 

Light weight concrete 

Structural lightweight concrete has an internal density 

(unit weight) of 1440 ~ 1840kg / m3 compared to normal 

weight concrete with density of 2240 ~ 2500kg / m3. For 

structural use, the concrete strength must be at least 17.0 

MPa. The concrete mixture is made of lightweight coarse 

aggregate. In some cases, some or all of the micro 

aggregates may be lightweight products. Lightweight 

aggregate used in structural lightweight concrete is a 

lightweight shale, clay or slate pumice material usually 

fired from a rotary furnace to develop a porous structure. 

Other products such as air-cooled blast furnace slag and 

hematite are also used. There is a different class of 

unstructured lightweight concrete made from other 

aggregate materials and with higher air voids in cement 

paste matrices (eg cellular concrete). These are typically 

used for insulation properties. The main use of structural 

lightweight concrete is to reduce the dead load of 

concrete structures, and structural designers can reduce 

the size of pillars, foundations and other load bearing 

elements. Structural lightweight concrete mixtures can be 

designed to achieve similar strength to normal weight 

concrete. The same is true for other mechanical and 

endurance performance requirements. Structural 

lightweight concrete provides more efficient strength-to-

weight ratio of structural elements. The mild cost of most 

lightweight concrete is offset by a reduction in the size of 

the structural members, reinforcement of the steel and 

reduction in the volume of concrete, thus reducing 

overall costs. 

 

 

 

Over burnt bricks 

Bricks are the most important part of development work 

and are used by humans for a long time. Its history dates 

back to the earliest times of human civilization. Many 

world-renowned archaeological excavations provide a 

wealth of information on brick usage in many parts of the 

world. A few years ago, bricks were made in warm 

places and hardened with simply sunlight. The sun-dried 

mud-brick hand was made and used in pre-porcelain 

neolithic times. The oldest brick use case was first 

discovered in southern Turkey. The Sumerian palace in 

Kish, Mesopotamia, is another excellent example of the 

use of ancient bricks. 

The brick burned in the 5th century BC was used as part 

of the city of Babylon. The ancient Egyptians also used 

sun-dried clay bricks in world-famous sites. During the 

Roman Empire, the use of bricks spread throughout 

Europe spreading to Italy and the Byzantine area. 11
th

 In 

the development work, the use of blocks spread from this 

land. After the great fire in London in 1666, the city was 

rebuilt with most of the block structures. Bricks in the 

United States have been used in Virginia since 1611, and 

Sundried bricks have been made and used centuries in 

Central America, especially in Mexico. Brick walls that 

are only visible in the mid-18th century are again 

popular. A beautiful example of brick was found in India 

in the 20th century. 

 

Pumice stone 

Pumice stone is a textural material formed from rapidly 

cooling viscous molten rock by trapping gas bubbles 

which results in a foamy whipped glass. The word 

pumice is derived from Latin word pumeu, that 
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 meaning foam. It is even formed in deep undergrounds 

and when the magma erupts from a vent by forming the 

gases which leaves a frothy structure. The transformed 

magma is the amorphous rock or pumice. Pumice is 

found in various textures such as pyroclastic flows, 

accumulated drifts, and piles at the river banks by the 

action of wind. The pure pumice is obtained in a floating 

mass or near the shore as it saturates by sinking and near 

the water bodies by the action of wind.Pumice is an 

amorphous plentiful rock that is found all over the 

country where not all pumice is ideal for refining and use 

in industry. In ancient days many innovative techniques 

are adopted in concrete mixtures with pumice by Greeks 

and Romans. The majority of the ancient structures were 

built with the pumice stone. It is not a localized product 

by its varying characteristics. The market demand of 

pumice is high because of its Mohr scale hardness, purity 

level, whiteness and the ability of the company that 

mines and refines. There is an increasing demand of 

pumice stone particularly for water filtration, chemical 

spill containment, manufacturing of cement, horticulture 

and in pet industry. 

 

Materials used 

1) Cement: OPC 53 Grade Deccan cement was used for 

this survey. We assessed the quantity required for this 

work and purchased the entire quantity and stored it in 

the casting shop. The following tests were performed 

according to the IS code. 

2) Fine aggregate: used in this investigation was clean 

river sand and the following test was carried out in sand 

according to IS: 2386-1968. Fine adjustment sizes less 

than 4.75 mm are considered fine aggregates. 

3) Coarse aggregate: Dried angular coarse aggregate of 

20 mm maximum sized and 10 mm minimum size locally 

available was used for experimental work. 

4) Water: Water is an important ingredient in concrete 

because it is actively involved in chemical reactions with 

cement. This is due to the strength imparted to the 

cement gel and the workability of the concrete, 

5) Over burnt bricks: Because many bricks are chosen for 

fire, many bricks are rejected or discarded due to 

incompatibility is an uneven form of brick created by the 

high temperature control of the kiln. These bricks can 

also be a real source of coarse aggregate. 

6) Pumice stone: Pumice stone is a textural material 

formed from rapidly cooling viscous molten rock by 

trapping gas bubbles which results in a foamy whipped 

glass. The word pumice is derived from Latin word 

pumeu, that meaning foam. 

 

 

 

 
Fig1: Over Burnt Bricks 

 

 
Fig 2: pumice stone 

 

Table 1:  Composition of  good brick earth 

 

                    Table 2: chemical composition of pumice 

 

INGREDIENTS PERCENTAGE 

Silica 50-60% 

Alumina 20-30% 

 Lime 10-15% 

Magnesia <1% 

Other Ingredients 1% 
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Mix design: in this study we are using the M30 grade 

mix design 

 

V. TABLES, RESULTS & GRAPHS 

 

Table 3: Compressive Strength Test Values for over 

burnt bricks: 

S.No. Over 

burnt 

bricks 

partially 

replaced  

Average compressive 

strength (N/mm
2
) 

 (%) 7Days   28Days 56Days 

1 0% 25.41 32.31 40.16 

2 10% 39.40 49.60 46.61 

3 20% 36.58 38.10 38.03 

4 30% 37.19 36.43 36.32 

 

Fig 3:Variation of Compressive Strength  gives the 

higher strength for the replacement 10% for 7, 28 

and 56 days by over burnt bricks 

 

Table 4: Compressive Strength Test Values for 

pumice stone: 

S.No. Pumice 

stone 

partially 

replaced  

Average compressive 

strength (N/mm
2
) 

 (%) 7Days   28Days 56Days 

1 0% 25.41 32.31 40.16 

2 10% 36.79 41.85 41.78 

3 20% 32.47 37.83 37.87 

4 30% 35.35 36.97 33.28 

 
Fig 4: Variation of Compressive Strength  gives the 

higher strength for the replacement 10% for 7, 28 

and 56 days by pumice stone 

 

Table 5: Split Tensile Strength Test Values for over 

burnt bricks: 

S.No. Over 

burnt 

bricks 

partially 

replaced  

Average split tensile 

strength (N/mm
2
) 

 (%) 7Days   28Days 56Days 

1 0% 2.15 3.68 3.76 

2 10% 2.20 3.69 3.85 

3 20% 1.94 3.36 3.56 

4 30% 1.66 2.81 3.31 

 

Fig 5: Variation of Split tensile Strength gives the 

higher strength for the replacement 10% for 7, 28, 56 

days by over burnt bricks 
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Table 6: Split Tensile Strength Test Values for 

pumice stone: 

S.No. pumice 

stone 

partially 

replaced  

Average split tensile 

strength (N/mm
2
) 

 (%) 7Days   28Days 56Days 

1 0% 2.15 3.68 3.76 

2 10% 2.25 3.80 3.92 

3 20% 1.98 3.46 3.92 

4 30% 1.69 2.89 3.44 

 

 
Fig 6: Variation of Split tensile Strength gives the 

higher strength for the replacement 10% for 7, 28, 56 

days by pumice stone 

 

Table 7: flexural Strength Test Values for over burnt 

bricks: 

S.No. Over 

burnt 

bricks 

partially 

replaced  

Average flexural strength 

(N/mm
2
) 

 (%) 7Days   28Days 56Days 

1 0% 3.10 3.88 3.94 

2 10% 3.17 4.39 4.43 

3 20% 2.95 4.25 4.29 

4 30% 2.86 4.18 4.22 

 

 

 
Fig 7 : Variation of Flexural Strength gives the higher 

strength for the replacement 10% for 7, 28, 56 days 

by over burnt bricks 

 

Table 8: flexural Strength Test Values for pumice 

stone: 

S.No. Pumice 

stone 

partially 

replaced  

Average flexural strength 

(N/mm
2
) 

 (%) 7Days   28Days 56Days 

1 0% 3.10 3.88 3.94 

2 10% 3.14 4.30 4.32 

3 20% 3.01 3.88 3.96 

4 30% 2.95 3.87 3.88 

 

 
Fig 8: Variation of Flexural Strength gives the higher 

strength for the replacement 10% for 7, 28, 56 days 

by pumice stone 
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Comparison of over burnt brick and pumice concrete 

The comparison of the both over burnt brick and pumice 

concrete, the 10% results are getting more. The over 

burnt brick concrete get more result when compared to 

pumice stone concrete. Like compressive strength, 

flexural strength and split tensile strength.    

 
Fig 9: Comparison of compressive Strength of over 

burnt bricks and pumice concrete for the replacement 

10% for 7, 28, 56 days 

 

 
Fig 10: Comparison of split tensile Strength of over 

burnt bricks and pumice concrete for the replacement 

10% for 7, 28, 56 days 

 

 

  

 
Fig 11: Comparison of flexural Strength of over burnt 

bricks and pumice concrete for the replacement 10% 

for 7, 28, 56 days 

 

CONCLUSION 

 

1) Use of over burnt bricks and pumice stone as coarse 

aggregate in concrete results in the increased strength 

properties, which may be because of the internal self 

curing of the over burnt bricks and pumice, which are 

soaked in water before mixing in concrete.  

2) Over burnt brick aggregate is giving higher strength of 

10% when compared with the pumice concrete.  

3)  Over burnt brick aggregate is giving increased 

percentage of compressive strength, flexural strength and 

split tensile strength of 10%, 20% and 30% respectively, 

when compared with the strength properties of the 

pumice concrete.  

4) The unit weight of concrete is greatly reduced in over 

burnt brick concrete and pumice concrete with a 

percentage of 17.44%, 24.62%.  

5) Using reduction in this self weight of the structure, 

there will be a lot of reduction dimensions of the 

structural members, as well as the material.  
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Abstract:-- The use of rammed earth has been increasing widely during recent years in many countries as an alternative material 

for building houses due to its valuable characteristics such as affordability, environment friendly, comfort, strength and durability. 

This thesis presents the result of an experimental study to evaluate the compressive strength and bond strength properties of 

untreated, treated bamboo splints and steel reinforced cement stabilized rammed earth blocks. To overcome the deficiencies of 

blocks, sisal fibers are added to improve the performance of CSRE blocks. Fibers are secondary reinforced materials and acts as 

crack arresters which improves the strength of cement stabilized rammed earth blocks. 

In this experimental study, red soil is mixed by adding four different percentages (5%, 10%, 15%, and 20%) of OPC and sisal fiber 

with 0.2%, 0.4%, 0.6%, 0.8%, and 1.0% by weight of soil respectively. The bamboo splints were treated by soaking them in 

chemical solution of boric acid, Copper -Sulphate and Potassium Di-chromate (1.5:3:4).The resin-based adhesive with coarse sand 

will be applied to the top of bamboo splints. After 28days of curing period the cubes were tested for compressive strength, pull-out 

test is done for a series of CSRE blocks in which Bamboo splints and steel bars are embedded to find out its bond strength. 

 

Keywords: Rammed Earth, Cement Stabilised Rammed Earth (CSRE), Sisal Fiber, Compressive Strength, Bond Strength. 

 
1. INTRODUCTION 

 

a) Rammed Earth: As demand for housing construction 

increases with affordable materials, it is best for us to 

choose the rammed earth, and the earth is an ancient 

form of monolithic earth wall construction. The use of 

mudguards for the application of load bearing and no-

load bearing can be seen all over the world. 

The properties of the rammed earth can be enhanced by 

physical, chemical and mechanical stabilization. Physical 

stabilization is achieved by the proper mix ratio material 

of gravel, sand and clay. Mechanical stabilization is 

achieved by dynamic compression using a manual 

hammer (or) pneumatic hammer. Chemical stabilization 

can be achieved by mixing chemicals such as cement and 

lime to improve soil properties. 

Rammed district construction can be classified into two 

groups: stabilized rammed earth and unstable rammed 

earth. In an unstable buried land, the soil consists of a 

mixture of sand, gravel, silt and clay. On the other hand, 

stabilized soil can be obtained by adding cement, lime, 

etc. to the soil. The mixture is wetted with the optimum 

moisture content before sanding between the molding 

operations. China's Great Wall of China, built about 3000 

years ago, has a wide area based on Japanese Horyuji 

temples and rammed earth, just like the wall of the earth 

built about a year ago. 

b) Sisal Fiber: Sisal fiber is one of the most widely used 

natural fibers and grows very easily. This plant starts 

with teeth and gradually grows, making roses with  

 

sword-shaped leaves. Each leaf contains several long, 

straight fibers. While peeling, the leaves are suitable to 

leave behind rough fibers and to remove pulp and plant 

material. The fibers can be spun for the production of 

yarns and fabrics or can be pulped to make paper 

products. The sisal fiber is completely biodegradable and 

the green complex is made of soy protein resin modified 

with gelatin. Commercial use of sisal in composites has 

increased due to strength, low density and environmental 

friendliness and cost effectiveness.    

 

 
Fig 1. Sisal Plant. 
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Fig.2 Sisal Fiber. 

 

2. OBJECTIVE 

 

• To identify various materials that can be used in 

construction as a replacement of concrete materials. 

• To make the construction works eco-friendly. 

• To enhance the strength of CSRE blocks by adding the 

Sisal fiber. 

• To motivate engineers and contractors regarding the 

usage of natural fibers.  

 

3. MATERIAL CHARACTERISTICS 

 

a) Red Soil: Red soil is the most important part of the 

Indian land that we can look around like in TamilNadu, 

Karnataka, Andhra Pradesh and some parts of Madhya 

Pradesh, Chhattisgarh and Odisha. It is a combination of 

rock material and ignition part of rock and mountain. 

Red soils are formed by changes in the atmosphere and 

the properties of crystalline and metamorphic land. Soil 

colour is red because iron content is very high. They are 

found in areas with low precipitation and this colour 

turns red to reach the heat. There is no nitrogen, 

phosphorus, or organic material in Indian red soil, but the 

soil is rich in iron. Some of the major crops grown in our 

local red soil are peanuts, potatoes, millet, sorghum, 

palm trees, wheat, and tobacco. 

Here, we first collected the soil from our environment 

(Peddapuram-Andhra Pradesh) and collected the soil at a 

depth of 0.5-1.5 m. The soil size was determined 

according to Indian standard 2720-1995 and the soil was 

exposed. After standing for 24 hours in the atmosphere, 

the soil was sieved and passed through an IS 4.5 sieve, 

then the soil was oven dried at 105 ° and subjected to a 

basic soil test. 

 

 

 

Table.1: Properties of Soil Used. 

Sl.No. Property Quantity 

1 OMC (%) 19.3 

2 Liquid Limit 35 

3 Plastic Limit 18.21 

4 Plasticity Index 16.79 

 

b) Cement: Cement is an adhesive material used to make 

all types of concrete. Of the various types of cement on 

the market, the 53 grade ordinary Portland cement is 

identified as ISC 2631-1976 and the final compressive 

strength of 28 N / mm2 as tested by the DECCAN 

Company in accordance with ISC 4031-1988. Used for 

project work. Details of the various tests for cement are 

as follows. 

Table.2: Properties of Cement. 

Sl.No. Test Name Results 

1 Specific Gravity 3.15 

2 Normal Consistency 33% 

3 Initial Setting Time 55 min. 

4 Final Setting Time 210 min. 

 

c) Sisal Fiber: Sisal is a fiber obtained from the leaves of 

the Agave Sisalana plant. It is from Mexico and is 

currently being maintained and cultivated in Assam and 

Indonesia, East Africa, Brazil, Haiti and India. 

Healthy sisal plants produce about 200-250 leaves 

consisting of about 1200 fiber bundles per leaf 

containing about 4% fiber, 0.75% cuticle, 8% dry matter 

and 87.25% water. Thus, normal leaves will produce 

about 3% w / w fiber. The sisal leaf is composed of three 

fibers:-  

1. Mechanical, 2. Ribbon and 3. Xylem. 

Mechanical fibers are mostly extracted from the edges of 

the leaves. They have a roughly thick horseshoe shape 

and almost divide during the extraction process. They are 

commercially most useful of Sai Fine fibers. 

Ribbon fibers occur in the middle of the leaf in relation 

to conductive tissue. The associated conductive tissue 

structure of the ribbon fibers provides significant 

mechanical strength. They are long and can be easily 
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divided longitudinally during machining compared to 

mechanical fibers. 

Xylen fibers are inaccurate in shape and are located on 

opposite sides of the ribbon fibers through the 

connections of blood vessels. It is mainly composed of 

thin-walled cells, which can be easily broken or 

sometimes lost during the extraction process. 

Sisal fiber consists of 65.8% cellulose, 12% 

hemicellulose, 9.9% lignin, and 0.3% wax and water 

soluble compound.In many applications, fiber 

composites require mechanical properties, such as 

flexibility, good tensile strength, and low wear 

characteristics. As in previous studies, fibers have been 

shown to increase the toughness of polymers rather than 

to increase strength and elastic modulus. Siphon fiber 

composites have a maximum toughness of about 1250 

MNm-2 and a strength of 580 than other fibers. MNm-2. 

d) Bamboo: Bamboo is a huge pasture and trees are 

generally incredible. They belong to Bambu-soideae. 

Bamboo is very long and mature bamboo is about 30 

meters. Bamboo has more benefits and grows fully 

within a few months. Bamboo is richer in tropical and 

subtropical regions. Bamboo is found in western Bengal, 

Sikkim, Manipur, Meghalaya, Nagaland, Tripura, Uttar 

Pradesh, Arunakul Pradesh and more. There are different 

types of bamboo depending on the area. They are:  

1.Bambusa balcooa. 2. Bambusa pallida.   3. 

Bambusaburmanica.        4. Melocanna baccifera. 

In this project we have taken the bambusa balcooa, these 

bamboos grow in the tropical forest. The bamboo is 

called as Mullam in this region, we have gathered them 

from our nearby location (Kakinada-Andhra Pradesh) 

where they import the bamboo from the tropical forest. 

The bamboo was harvested at an age greater than 2years, 

and the bamboo was seasoned for 2months respectively. 

The bamboo will then chopped down into the pieces of 

1meter length and of equal diameter respectively, with 

the help of carpenter. Now the bamboo pieces were made 

into splits of 8mm, 10mm, 12mm diameter and thickness 

of length 1meter. 

 
Fig 3. Bamboo Splints of 1m Length. 

e) Chemicals and Treatment of Bamboo splints: 

Chemicals are the substances which are pure, in this 

project we have used boric acid copper sulphate, 

potassium dichromate as the part of the chemical 

treatment. Bamboo when exposed to atmosphere it has a 

chance of attack by insects in-order to prevent the 

bamboo from insect attacks chemical treatment was done 

to the bamboo splints. Here the chemicals like Boric 

acid, copper sulphate and Potassium di-chromate were 

taken as per IS 1902:2006 with a ratio of 1.5:3:4, now the 

chemicals per 10 litres of water were taken (150gm: 

300gm: 400gm) and mixed separately first and then they 

were added to the water and mixed thoroughly with a 

help of a spoon till the colour changes to thick. 

 

 
Fig 4. Chemical Solution. 

 

 
Fig 5.Bamboo Splints in Chemical Solution 

 

f) Epoxy Resin Treatment: Epoxy is one of the basic 

components of the epoxy resin or the cured end product 

and is the colloquial name of the epoxide functional 

group. Epoxy resins, also known as polyepoxides, are a 

family of reactive prepolymers and polymers that contain 

epoxide groups. A wide range of epoxy resins are 

produced industrially. Here we have considered the 

SIKADUR-32 epoxy resin binder, and we have 

purchased this product from a local retailer. 
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Fig 6. Sikadur 32 Gel. 

 

Firstly we have taken the SIKADUR 32 gel where the 

mixture is applied to both the treated and untreated 

bamboo splints, and with this we have applied the sand 

which is passed from IS-2.0 and retained on IS-10 MM 

Sieve, which help as bonding agent for bamboo and soil, 

now the splints were allowed to dry for 24hours. 

g) Steel: Steel is an alloy of iron, carbon and other 

elements. High tensile strength and low cost are the main 

components used in buildings, infrastructure, tools, ships, 

cars, machinery, electrical products and weapons. Iron is 

the base metal of steel. Two types of crystals can be 

taken depending on the temperature. Iron and steel are 

widely used in road construction, household appliances, 

railways, and construction. 

In our project we are using three different sizes of steel 

such as 8mm, 10mm, and 12mm diameter respectively of 

VIZAG TMT. 

 

4. EXPERIMENTAL PROGRAMME 

In this experimental study, red soil is mixed by adding 

four different percentages (5%, 10%, 15%, and 20%) of 

OPC and sisal fiber with 0.2%, 0.4%, 0.6%, 0.8%, and 

1.0% by weight of soil respectively. The bamboo splints 

were treated by soaking them in chemical solution of 

boric acid, Copper -Sulphate and Potassium Di-chromate 

(1.5:3:4).The resin-based adhesive with coarse sand will 

be applied to the top of bamboo splints. After 28days of 

curing period the cubes were tested for compressive 

strength, pull-out test is done for a series of CSRE blocks 

in which. Bamboo splints and steel bars are embedded to 

find out its bond strength. 

 

5. TEST RESULT & GRAPH 

 
Graph 1. Compressive strength vs percentage of fiber 

graph 

 

 

TABLE 5.1: CUMMULATIVE COMPRESSIVE 

STRENGTH OF SISAL FIBERED CUBES. 

Sl.No. 
Percentage 

of Fiber 

Percentage 

of Cement 

Compressive 

Strength 

( N/mm
2
) 

1 0 

5% 2.616 

10% 4.831 

15% 8.086 

20% 10.065 

2 0.20% 

5% 2.808 

10% 5.213 

15% 8.873 

20% 10.99 

3 0.40% 

5% 3.263 

10% 7.586 

15% 9.83 

20% 12.546 

4 0.60% 5% 2.122 
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10% 4.754 

15% 9.239 

20% 12.46 

5 0.80% 

5% 2.308 

10% 6.004 

15% 8.523 

20% 11.094 

6 1% 

5% 3.054 

10% 4.737 

15% 7.516 

20% 8.113 

 

TABLE 5.2: DETAILS OF MODE OF FAILURE OF 

TEST SPECIMEN. 

Sl.N

o. Series 

Lengt

h 

(mm) 

Average 

Perimet

er (mm) 

Averag

e 

Ultima

te 

Bond 

Stress 

(Mpa) 

Bond 

Streng

th 

1 S8 150 28.4 7600 2.02 

2 S10 150 35.7 5400 1.152 

3 S12 150 42.6 4200 0.74 

4 8BTP 150 28.4 11800 3.14 

5 10BTP 150 35.7 10600 2.26 

6 12BTP 150 42.6 12400 2.20 

7 8BTN 150 28.4 6000 1.60 

8 10BTN 150 35.7 6400 1.36 

9 12BTN 150 42.6 7600 1.35 

10 8BUTP 150 28.4 5800 1.54 

11 
10BUT

P 
150 35.7 7600 1.62 

12 
12BUT

P 
150 42.6 9800 1.74 

13 
8BUT

N 
150 28.4 9600 2.56 

14 
10BUT

N 
150 35.7 9600 2.04 

15 
12BUT

N 
150 42.6 10400 1.84 

 

6. CONCLUSION 

 

 In this Project the Compressive Strength of CSRE 

blocks are obtained from compressive strength test and 

Bond strength characteristics of untreated, treated 

bamboo splints and steel rebar’s embedded in Cement 

Stabilized Rammed Earth (CSRE) blocks were obtained 

from pullout test. After going through all the project 

work done we have made some of the conclusions. They 

are: 

• The Compressive strength is more for 20% CSRE 

blocks compared to other percentages (5%, 10% and 

15%) of CSRE Blocks. 

• In addition of Sisal fiber to CSRE blocks the 

compressive strength increases from 0% of sisal fiber to 

0.4% of sisal fiber and it gradually decreases afterwards. 

• The compressive strength is more for 0.4% sisal fibered 

CSRE blocks. 

• Compared to all the compressive strength values we 

have observed that the compressive strength is more for 

0.4% sisal fibered 20% CSRE blocks which is 12.546 

N/mm^2..  

• So we can conclude that the 0.4% is the required 

optimum fiber content and 20% is the required optimum 

cement content for casting the pullout test blocks. 

• Finally in the Pullout test we have obtained the greater 

Strength and deflection of the Reinforced CSRE Blocks. 

• The study can add value in areas such as green and 

sustainable housing and waste utilization. 

 

 

 



                    Hyderabad, Telangana, 28
th 

& 29
th

, June 2019 

 

 

IFERP    International Conference  Hyderabad           53                     ISBN: 978-93-89107-18-0 

7. FUTURE SCOPE OF STUDY 

 In Regard of project ―INFLUENCE OF SISAL FIBER 

ON THE PROPERTIES OF     RAMMED EARTH‖ 

following things can be taken for future study. 

• We can use different natural fibers like banana fiber, 

Jute fiber etc., in the place of sisal fiber and can test for 

compression and bond strength. 

• A study on the effect of corrosion on the bond strength 

of Reinforced Rammed earth blocks. 

• Study on Bond strength of Bamboo reinforced Rammed 

earth with different stabilizers. 
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Abstract:-- Upgrading usages of wireless communication applications have many constraints on the utilization of accessible wireless 

spectrum. Cognitive radio (CR) technology is an emanate and auspicious solution to the issue of insufficient licensed spectrum. The 

spectrum sensing is the majority demanding issues in cognitive radio applications to find out the accessible spectrum bands and 

which can be utilized by secondary user without providing any unfavorable intervention to the primary user. Several conventional 

spectrum sensing procedures are presented to perceive the primary user signals.  

This paper reviews the performance of three significant spectrum sensing methods such as Energy detection(ED), matched filtering 

detection (MFD) and Cyclostationary detection (CD) techniques. All the methods are interpreted based on the parameters of 

probability of detection (Pd), probability of false alarm (Pf) and signal to noise ratio(SNR) using MATLAB under AWGN channel. 

 

Keywords: Cognitive radio, Spectrum sensing, probability of detection, probability of false alarm. 

 
1. INTRODUCTION 

 

As demand for housing construction increases with The 

radio spectrum available is limited and wide increase in 

usage of wireless communication rises to the issue of 

spectrum scarcity. Most of the pre allocated radio 

spectrum is underutilized by the primary user which 

creates holes are also called spectrum holes. Spectrum 

holes are the unutilized chunk of spectrum by the 

licensed user at the given specific time. Therefore most 

of the pre allocated radio spectrum is underutilized due to 

the uninspired approach of spectrum management 

schemes (fixed spectrum assignment schemes) and can 

be solved using cognitive radio [1]. CR is a smart 

dynamic spectrum management system that adjusts the 

environment conditions [1], [2].Cognitive Radio is 

defined as “Cognitive Radio could be a radio for wireless 

communication that automatically detects the available 

channels depends on the interaction with the environment 

to communicate more effectively to prevent interfacing 

to authorized users.” 

CRN nodes can be classified as primary (licensed) users 

(PUs) and secondary (cognitive or unlicensed) users 

(SUs). PU has absolute liberty to access the particular 

licensed spectrum band, whereas SU detects unutilized 

chunks of spectrum momentarily through its PU and 

opportunistically utilize them. CRN enables unlicensed 

users for exploiting the spatially and/or temporally 

under-utilized spectrum by communicating over the 

licensed bands. CRNs is an overlay network with 

dynamic spectrum access where SU should have 

spectrum sensing capability for sensing whether there is  

 

 

presence of PU before transmission, thereby provide 

spectrum efficiency and improves network performance. 

  

II. COGNITIVE RADIO MODULES 

 

The important tasks of cognitive radio are: Spectrum 

sensing, spectrum sharing, spectrum management and 

spectrum mobility are shown in Fig 1. Spectrum sensing 

is a procedure of identifying the unused spectrum 

portions by secondary user. Spectrum management is the 

procedure of assigning available portion of spectrum to 

the user. Spectrum Mobility is a task of exchanging of 

frequency of operation of cognitive users. Spectrum 

sharing is a method of sharing the available primary user 

spectrum with the secondary user [3]. Depending on the 

sensing results; SUs can get status of the channels to 

access.  

 

 
Fig.1 Cognitive cycle modules 

 

Spectrum sensing is a procedure of identifying the 

unused spectrum portions by continuous monitoring of 

primary user and make use of the free spectrum by 
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unlicensed users. The process of making use of the 

spectrum whenever the user required is known as 

dynamic spectrum access (DSA) which improves the 

spectrum efficiency. The dynamic spectrum access of 

wireless spectrum by the secondary users is shown in Fig 

2. 

 

 
Fig.2 Dynamic spectrum access of wireless spectrum 

 

III. SPECTRUM SENSING 

 

The main intention of spectrum sensing is to know the 

appearance of primary user so that SU can use the 

channel without providing intervention to the primary 

user. Spectrum sensing means sense spectrum holes of 

primary user continuously using the channel parameters 

transmit power, noise and interference levels.  

SU acquire the signal from the primary user and then 

apply different sensing methods to find out the residence 

of primary user by comparing the obtained signal with 

the threshold. If the received signal is less than threshold, 

then SU takes the decision that PU is available otherwise 

PU is not utilizing the channel. The flow of spectrum 

sensing is stated in Fig 3.    

 

 
Fig.3 Flow of spectrum sensing 

Spectrum sensing is mainly categorized into three 

groups, non cooperative sensing, co- operative sensing 

and interference based sensing [2]. The other name for 

non cooperative sensing is transmitter detection Non 

cooperative sensing methods are Energy detection(ED), 

Matched filtering detection (MFD) and Cyclostationary 

feature detection (CSFD). 

A. Energy Detection Spectrum Sensing 

The most common and simple sensing method is ED 

Spectrum Sensing. It is a non-coherent detection process 

that can sense the appearance of primary user based on 

the energy of the sensed primary signal [2]. The SU can 

calculate the average energy (E) of PU signal and 

compare with the threshold value (λ). If calculated 

energy E ≥ λ SU takes the decision that PU is available 

(H1) otherwise SU make a decision that PU is absent 

(H0). Fig4 shows the Basic model of energy detector [6]. 

PU received signal energy can be calculated by using 

equation (1) 

  
 

 
∫   ( )    
 

  
     (1) 

PU detection is done with hypothesis test given in 

equation (2) 

This technique does not necessitate any of the prior 

knowledge   

            ( )   ( )                             
             ( )     ( )    ( )           

} (2) 

                                                             

 
Fig.4 Block diagram of Energy Detector 

 

The Energy detector output is the collected signal energy 

is calculated by 

  ∑  ( )  
          (3) 

Where number of sample are n and y(n) is the signal 

collected  by the SU. Decision of the energy detector is 

obtained by calculated energy (E) of the energy detector 

and the threshold value (λ) [4], i.e. 

If   E ≥ λ PU signal is available 

   If    E ≤λ PU signal is not available 

The performance measures of probability of detection 

(Pd) and probability of false alarm (Pf) are calculated by 

utilizing on the below equations. 

    (
   ((  

    
 )

√  (  
    

 ) 
)     (4) 
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    (
     

 

√    
 )     (5) 

 

Where Q(.) represents the Q-function,     
 is the variance 

of  noise and    
  is the variance of the PU signal. 

Sensing threshold depends on noise power and is 

calculated by  

  (   (  )√    )  
         (6) 

Two calculations of probability of detection (Pd) and 

probability of false alarm (Pf) are also represented by 

using SNR (  and are given in following equations. 

    (
 ̅  (   )

√  (   ) 
)     (7) 

  (8) 

Where  ̅ is the average threshold and is given by  ̅  
 

  
  

Advantage 

(i) This technique does not necessitate any of the 

previous information of PU  

(ii) Implementation is also easier.  

 

Drawback 

It cannot perform well at low SNR conditions. 

Selection of threshold is difficult. 

It cannot discriminate PU signal and noise. 

 

B. Cyclostationary Feature Detection 

CSFD is the procedure of checking PU signals by using 

the periodicity of the collected primary signal [3]. 

Cyclostationarity is a habitual property of carriers like 

sinusoidal, pulse trains are used in some signals for 

synchronization purposes.  

A signal is known as Cyclostationary, if its 

autocorrelation function is a periodic with same period of 

signal. These recurrences can be recognized by an 

appropriate Cyclostationary model. CSFD is realized by 

examine the cyclic autocorrelation function (CAF) of 

received signal that can be utilized to distinguish the 

primary signal from noise [7],[8],[9]. The model of 

Cyclostationary feature detection is shown in Fig. 5. 

 
Fig. 5 Model of Cyclostationary feature detection 

     

Probability of detection and probability of false alarm 

can be calculated by using following expressions 

     
 
  

   
 
       (9) 

    (
√  

  
 
 

  
)                         (10) 

Where    ,   

  is the noise power,  . 

  is the standardized Gaussian complementary cumulative 

distribution function and I0 is zero order Bessel function. 

Advantage 

(i) This detection is good at noise unreliability  

(ii) Performance preferable than energy detection with 

low SNR. 

Drawback 

(i) It needs the prior knowledge about received primary 

signal characteristics [10]. 

(ii) Needs more sensing time.  

 

C. Matched Filter Detection 

MFD is the method of finding the appearance of PU 

signal by calculating SNR at the output using coherent 

pilot sensor. Primary user transmitter sends the pilot 

along with the data. In Matched filter detection SU must 

require the priori data of PU signal. It is the optimal 

technique when the SU is having the some particulars of 

PU [5],[7],[9]. Matched filter detector operation is shown 

in Fig6. 

 
Fig.6 Model of Matched filter detector 

 

The matched filter operation is convolution of S(n) and 

Cp(n) and is given below 

 ( )  ∑  ( )     ( )   (11) 

Where S(n) is the PU signal, Cp(n) is the pilot signal and 

y(n) is the convolved output signal. 

The calculated value of y(n) is gets match with threshold  

to determine the availability of spectrum. 

   If   y(n) ≥ λ PU signal is present 

   If    y(n) < λ PU signal is absent 

Probability of detection (Pd) and probability of false 

alarm (Pf) are calculated from the following formulas. 

    (
   

√   
 
)     (12) 

     (
 

√   
 
)     (13) 

Where Q(.) represents the Q-function,   is the variance of 

the noise. Sensing threshold depends on noise power and 

is calculated by  

  (   (  )√     )      (14) 

 

Advantage 

MFD maximizes the SNR and faster technique compared 

to other methods. 
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Drawback 

(i) Matched filter performance is very poor if the 

knowledge about the PU is not correct [10].   

(ii) Its computational complexity is high compare to 

other techniques.  

(iii) The most important limitation is that CR requires a 

faithful receiver for all primary users. 

 

IV. RESULTS AND DISCUSSIONS 

 

This section compares spectrum sensing techniques 

based on different parameters. Performance detection is 

analyzed using Receiver Operating Characteristics curves 

of three different scenario Energy detection, Matched 

filter and Cyclostationary detection. Comparison of 

different techniques has shown in Table.1 and point out 

that the matched filter is the best among the three 

techniques. 

Table.1: Comparison of different techniques 

 Simulation result of SNR verses total probability of error 

is shown in Fig.7 and probability of error is decreases 

with increase in SNR. Simulation outcomes of spectrum 

sensing techniques of probabilities of Pd against Pf have 

shown in Fig.8. , and Probabilities of missed detection 

against Pf has shown in Fig 9. From the simulation 

results, Matched filter is the best method of sensing 

among three.  

 
Fig.7 Simulation results of total error probability 

with SNR 

 

 
Fig.8 Receiver Operating Characteristics curves of 

sensing techniques 

 

 
Fig.9 Simulation results of sensing techniques Pm Vs 

Pf 

Parameter Energy 

Detection 

Cyclostationar

y 

Match

ed Filter 

Implement

ation 

Easy to 

implement 

Complex Complex 

Prior 

knowledge 

Don’t 

require any 

prior 

information 

Require partial 

information 

Require 

full 

informati

on 

Time and 

cost 

Requires 

less time and 

cost 

Requires 

moderately 

high time and 

cost 

Requires  

more 

time and 

cost 

among 

three  
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V. CONCLUSION 

 

In this paper, we have compared the accuracy and the 

performance in three techniques energy detection, 

matched filter and Cyclostationary by using various 

parameters. The total error probability with snr variation 

is analyzed and among three techniques matched filter 

will give better performance. Total error probability is 

decreased with increasing snr and remains constants after 

certain value. The performance metrics of probability of 

missed detection is analyzed with probability of false 

alarm (Pfa) and is decreased with increasing the Pfa. 

Performance and accuracy of the technique is increased 

with the availability of prior knowledge, it also increases 

the complexity, time and cost. Therefore cooperative 

spectrum sensing techniques are used to implement with 

minimum prior knowledge, minimum time, low cost and 

less complexity. 
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Abstract:-- A Process-Voltage-Temperature (PVT) Variation check is run on the novel Universal Compressor based Multiplier 

(UCM) architecture, which promises for fast multiplication in ultra-low supply voltages (less than 0.9 V) for higher order 

operation. The analysis further shows that for 5x5 bit & 9x9 bit operation with supply voltage as low as 0.6 V, the delay has 

reduced by 0.73% & 5.05% (mean values) respectively than Wallace tree multiplier architecture. The analysis is carried out in 

Cadence Spectre tool using ADE-XL at CMOS 90 nm technology. 

 

Keywords: Multiplier, Compressor design, ADE-XL, Low power, High speed, Cadence Virtuoso, PVT analysis, Delay optimization. 

 
1. INTRODUCTION 

 

A multiplier is a key element in a digital system. For the 

applications such as digital signal processing, digital 

image processing, Multiply and Accumulate architecture 

etc. uses multiplier rigorously. Though a multiplication is 

performed using repetitive addition method, where a 

multiplicand is added with itself for as many as number 

of times the multiplier, in digital system the 

multiplication process is slightly different. A basic 

design of a multiplier is as shown in the Fig. 1. 

As shown in the Fig. 1, the multiplicand‟s & the 

multiplier‟s individual terms are ANDed to produce the 

partial products & positioned as per their weights. For 

example, as shown in Fig. 1, „A2B0‟, „A1B1‟ & 

„A0B2‟are aligned in a single column because the weight 

is two for all of the mentioned partial products. i.e. the 

summation of the bit location is any of 2+0 ,1+1, 0+2, 

which are in all cases is equal to 2. Hence, for the 

addition of partial products, its alignment is vital. At the 

next step, the partial product with same weights are 

added using fulladder (in the case of 3 partial products), 

halfadder (in the case of 2 partial products) or any 

compressor circuit (for adding „n‟ number of partial 

products simultaneously).  

In this research paper the novel UCM architecture as 

proposed in [1] is further validated with the PVT analysis 

in Cadence spectre tool using ADE-XL in 90 nm CMOS 

technology. The UCM architecture uses a novel 

compressor-based multiplier algorithm which reduces the 

delay substantially.  

The following sections are discussed as follows: in 

section 2, various different notable architectures related 

to multiplier are discussed in detail, in section 3, a quick  

 

review on the novel UCM architecture has been 

explained, in section 4, a detailed PVT analysis of the 

UCM architecture is discussed & in section 5, 

conclusion, future scopes & application of the UCM 

architecture is discussed. 

 
Fig. 1, Basic multiplication operation 

 

II. VARIOUS MULTIPLIER ARCHITECTURES 

 
Fig. 2, Array multiplier architecture 
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In any application, the processing elements basically 

consists of the multiplication of different inputs or raw 

data.  So, there is a huge demand of multiplier in such 

kind of processing elements. Various high speed & 

power efficient multipliers are explained in the literature. 

Array multiplier (as shown in Fig. 2) is a basic multiplier 

which produces the partial products using an array of 

AND gates & then the ANDed products are added using 

summer/adder. But the main disadvantage of array 

multiplier is that it can add a maximum of three product 

terms at a time (in case of full adder) & therefore, this 

architecture becomes bulkier with higher PDP when the 

total number addition levels are more.  

 Wallace tree multiplier based on Wallace tree algorithm 

can solve the issue of bulkier structure of Array 

multiplier. By replacing the adder/summer part with 

Wallace tree algorithm, the multiplier can be made much 

more efficient. Here a multiplier is designed which 

generates the product of two numbers using purely 

combinational logic, i.e., in one gating step. Using 

straight forward diode-transistor logic, it appears 

presently possible to obtain products in under 1 micro 

sec, and quotients in 3 micro sec. A rapid square-root 

process is also outlined [18]. The Fig. 3 shows the same. 

 
Fig. 3, Wallace tree multiplier (addition of partial 

product) 

 

However, the problem with Wallace tree multiplier is 

that the addition of partial product is done in a single 

direction due to which the number of adder increases. 

This problem was sorted by a rectangular styled Wallace 

tree multiplier [3] in which the partial products are 

categorized into two groups and they are added in the 

opposite direction. The downward addition is done for 

the first group of the partial products & similarly upward 

addition is done for the second group of the partial 

products. On the other hand, in [12] a phase mode 

parallel multiplier [12] is proposed where it has a 

Wallace-tree structure which consists of trees of carry 

save adders for partial products addition. This structure 

has a regular layout & therefore, it is suitable for pipeline 

processing. 

The conventional Wallace tree multiplier is basically 

consisting of carry save adder (CSA), which adds three 

variables at a time. Therefore, to enhance the speed of 

operation further, instead of CSA, compressor circuits 

can be used.  In a similar approach, in [20], the speed of 

the multiplier is improved by using different compressors 

instead of the CSA. 3:2 compressor, 4:2 compressor, 5:2 

compressors & 7:2 compressors are used rigorously to 

improve the speed of the existing Wallace tree multiplier. 

In the same study, it is summarized that the higher order 

compressors (4:2, 5:2 or 7:2) performs better than 3:2 

compressor. Therefore, the delay of the multiplier can be 

reduced by using higher order compressors. 

As adder is a core unit in multiplier (and divider) circuit, 

the optimization on delay in multiplier can be further 

achieved by optimizing the adder circuit. Same kind of 

study is also seen in the literature, which optimized the 

adder circuit. In a novel approach, a Carry-Select-Adder 

(CSA) Optimization Technique [9] is proposed where a 

carry-select-adder (CSA) partitioning algorithm is used 

for Booth-encoded Wallace tree algorithm. By taking 

into various data arrival times, a branch-and-bound 

algorithm is proposed and a generalized technique to 

partition an n-bit carry-select adder into a number of 

adder blocks is proposed such that the overall delay of 

the design can be minimized. In a different approach, an 

algorithm [17] for implementing an efficient modulo (2n 

+ 1) multipliers had been proposed. By manipulating the 

Booth tables and by applying a simple correction term, 

the proposed multiplier is the most efficient among all 

the known modulo (2n + 1) multipliers and is almost as 

efficient as those for ordinary integer multiplication. A 

comparative study in [16] is done for implementing 

multiplier using complementary MOS (CMOS), 

complementary pass-transistor (CPL) & double-pass 

transistor (DPL) logic style. A single precision reversible 

floating-point multiplier is proposed in [11]. A 24-bit 

multiplier is proposed in this work by decomposing the 

whole 24 bit in three portions of 8 bit each.  
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Fig. 4, Full adder design in [21] which consumes very 

less power. 

 

The internal to the multiplier is adder. Therefore, an 

optimized adder can further enhance the performability 

of a multiplier. An adder or summer circuit adds two or 

three variables. Adder is very common in logic circuits 

as it is used not only for summation but also to calculate 

the location addresses, increment/decrement operations, 

table indices etc. The common adders not only operate 

on binary number system but also for weighted & non-

weighted codes. In the literature there are plenty number 

of full adders which are proposed to be efficient than 

others. A novel low power MOSIS 90 nm technology-

based hybrid full adder is proposed in [6]. The low power 

design is compared with conventional full adder 

consisting of 28 transistors. In a different approach, a 

hybrid 1-bit full adder is proposed which uses CMOS as 

well as TG logic styles [21]. The design is implemented 

in 90nm CMOS technology as well as 180nm CMOS 

technology. At 1.8V supply voltage, the proposed full 

adder, offers very little power and moderately low delay. 

The proposed adder in [21] is shown in Fig. 4. 

 

III. UCM ARCHITECTURE 

 

The basic UCM architecture consists of three stages. The 

stage 1 & stage 3 remains the same for UCM architecture 

(as that of Wallace tree), because whether it is partial 

product generation or addition of intermediate sum or 

carry using fast adder, these can be chosen according to 

the requirement of the designer. Hence, it is more 

important to replace the stage 2 i.e. addition of partial 

product which creates sum & carry separately.  

  

  

 
Fig. 5, UCM architecture for 9 x 9 bit multiplication 

 

A. Addition of partial products 

While adding partial products, the partial products are 

aligned in such a way that the summation of bit location 

of multiplicand & multiplier are equal. The summation of 

bit location can be called as `weight' of a particular 

partial product. For example, in the Fig. 5, `q35', `q43', 

`q51', `q59', `q67' & `q75' are aligned in a single column 

because of the reason that the weight is eleven for all of 

the mentioned partial products, i.e. q35=a8b3, q43=a7b4, 

q51=a6b5 etc. So, the summation of the bit location is 

either of 8+3 or 7+4 or 6+5, which is in all cases are 

equal to 11. Hence, for the addition of partial products, 

its alignment is very important. Once the partial products 

are aligned the next step is to add all the partial product 

falling in that particular column. For adding a particular 

column firstly, the total number of stages & levels need 

to be identified. Each stage consists of an AND-XOR 

gate pair & the total number of stages in one level is 

counted from top to bottom. The total number of stages 

in the first level is `i-1', where `i' is the total number of 

partial products to be added in a particular column. 

On the other hand, the horizontal count of AND-XOR 

pair is the total number of levels required for the design. 

In a different angle, we can say that the total number of 

levels required in a design is the total number of AND-

XOR pair required in the bottom most stages. Basically, 

it is the count of AND-XOR pair from right to left. In 

each level, the total number of stages required will be 

decremented by one until it satisfies the formula: 

  



                    Hyderabad, Telangana, 28
th 

& 29
th

, June 2019 

 

 

IFERP    International Conference  Hyderabad           62                     ISBN: 978-93-89107-18-0 

10

10

n

n

10 10

2

log (i+1)
log 2

2 -1 i

2 i+1
n(log 2) log (i+1)

n

or n log (i 1)



 
 

 

 

 

where `i' is the total number of the partial product to be 

added & `n' is the total number of levels required. `i' & 

`n' are integers starting from 1, 2, 3, ......, ∞. For example, 

for adding 3 partial products in a column, the total 

number of levels will be: 2n-1 ≥ 3, so n=2. Similarly, if 

suppose i=8, i.e. 2n-1 ≥ 8, so n=4 & so on. The basic 

block diagram for K stages & L levels is shown in Fig. 6. 

In Fig 6, A0, A1, A2 up to AK are the partial products; 

the term Y0 is the sum & Y1, Y2, Y3,....., YL are the 

carries. Therefore, in simple words, the algorithm shown 

in the Fig. 6 is a N-bit compressor circuit which 

generates sum of a particular column & single/multiple 

carries. 

 
 

Fig. 6, AND-XOR gate arrangement with K stages & 

L levels having A0, A1, A2,....., AK partial products 

(with equal weights) for a particular column 

  

B. Special cases 

i. In the last level, instead of AND-XOR pair, only XOR 

gate is to be used. 

ii. If i=2, only one level is to be used to get the sum as 

well as carry. In this case, the output from the AND is 

the carry. 

iii. For i=1, the input itself is the output (sum) & there is 

no carry output. 

It is very important to note that the output through the 

level 1 is the sum of the partial products present in a 

particular column & the outputs of rest of the levels i.e. 

level 2 to level L are the corresponding carry bits. After 

getting the sum as well as carry bit of all columns, the 

next step is to add up the sum bits with the carry bit of 

the previous columns. For this any of the efficient 

algorithms such as dada algorithm, Wallace tree 

algorithm or even ripple carry adder can be used as the 

number of rows has reduced substantially. A detailed 

design is shown in Fig. 5. 

 

IV. PVT ANALYSIS 

 

VLSI is an art of chip design, where specification is 

transformed to functional hardware. Cadence provides 

tools for front end as well as back end designs, where, 

after rigorous design steps, GDS-II file are finally sent 

for fabrication. But due to process complexity (i.e. 

pressure, supply voltage, temperature etc.) the YIELD of 

the fabricated designs is found to be very low. Major 

reason for yield loss is fabrication parameter variation 

among wafer to wafer. To improve the yield of design; 

the IC should be able to sustain extreme variation. 

Therefore, validation of the design cycle through PVT 

and 3-sigma variation becomes essential before 

fabrication. 

 

The work published in [1], provides a comparison of 

delays for 5x5 bit as well as for 9x9 bit operation for 

0.6V, 0.7V, 0.8V & 0.9V. The same has been shown in 

the Fig. 7 & Fig. 8. 

 
Fig. 7, Graphical comparison of 5x5 bit UCM & 5x5 

bit Wallace tree multiplier at voltages below 1V 
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Fig. 8, Graphical comparison of 9x9 bit UCM & 9x9 

bit Wallace tree multiplier at voltages below 1V 

 

The comparison shows that the UCM [1] architecture 

performs better than Wallace tree architecture at ultra-

low supply voltages (less than 0.9V). Moreover, the 

UCM architecture performs even better for higher order 

bit multiplication. For example, the difference in delay of 

UCM & Wallace tree architecture for 9x9 bit operation is 

more than 5x5 bit operation (120 ps & 20 ps 

respectively). Therefore, the author [1] summarized that 

UCM architecture performs better than Wallace tree for 

higher order bit multiplication at ultra-low supply 

voltages (less than 0.9V). 

To validate the performance of the UCM [1] architecture 

further, a PVT analysis is carried out at different corners 

(Fast-Fast, Fast-Slow, Normal-Normal, Slow-Fast & 

Slow-Slow) & at three different extreme temperatures (-

40o, 0o & +50o Celsius). Table I & II shows the delay 

comparison of UCM & Wallace tree 5x5 bit & 9x9 bit 

architecture respectively at 0.6 V & 0.9 V supply voltage 

in different corners along with variation in temperature (-

40o,0o & +50o Celsius) 

 

Table I, Delay comparison of UCM & Wallace tree 

5x5 bit architecture at 0.6 V & 0.9 V supply voltage in 

different corners along with variation in temperature 

(-40o,0o & +50o Celsius) 

 

 

UCM 

(in ns 

@ 

600mV) 

Wallace 

tree (in 

ns @ 

600mV) 

UCM 

(in ns 

@ 

900mV) 

Wallace 

tree (in 

ns @ 

900mV) 

Nominal 

(27) 
2.769 2.789 2.641 2.652 

FF_0 (-40) 2.665 2.677 2.59 2.597 

FF_1 (0) 2.684 2.698 2.601 2.61 

FF_2 (+50) 2.709 2.725 2.616 2.626 

FS_0 (-40) 2.75 2.766 2.623 2.632 

FS_1 (0) 2.782 2.801 2.64 2.651 

FS_2 (+50) 2.822 2.845 2.663 2.676 

NN_0 (-40) 2.72 2.735 2.613 2.622 

NN_1 (0) 2.749 2.767 2.629 2.64 

NN_2 

(+50) 
2.786 2.809 2.651 2.663 

SF_0 (-40) 2.728 2.746 2.617 2.627 

SF_1 (0) 2.76 2.782 2.635 2.647 

SF_2 (+50) 2.802 2.829 2.658 2.673 

SS_0 (-40) 2.826 2.849 2.656 2.668 

SS_1 (0) 2.875 2.902 2.682 2.697 

SS_2 (+50) 2.937 2.97 2.716 2.734 

 

Table II, Delay comparison of UCM & Wallace tree 

9x9 bit architecture at 0.6 V & 0.9 V supply voltage in 

different corners along with variation in temperature 

(-40o,0o & +50o Celsius) 

  

 

UCM 

(in ns 

@ 

600mV) 

Wallace 

tree (in 

ns @ 

600mV) 

UCM 

(in ns 

@ 

900mV) 

Wallace 

tree (in 

ns @ 

900mV) 

Nominal 

(27) 
2.281 2.401 2.147 2.205 

FF_0 (-40) 2.171 2.239 1.138 1.195 

FF_1 (0) 2.192 2.27 1.153 1.222 

FF_2 (+50) 2.218 2.31 1.247 1.257 

FS_0 (-40) 2.258 2.353 2.126 2.171 

FS_1 (0) 2.291 2.402 2.145 2.198 

FS_2 (+50) 2.334 2.463 2.169 2.233 

NN_0 (-40) 2.228 2.322 1.235 1.252 

NN_1 (0) 2.259 2.369 2.134 2.187 

NN_2 

(+50) 
2.3 2.43 2.157 2.221 

SF_0 (-40) 2.239 2.351 2.123 1.259 

SF_1 (0) 2.274 2.406 1.421 1.289 

SF_2 (+50) 2.32 2.479 2.168 1.439 

SS_0 (-40) 2.339 2.484 2.162 2.227 
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SS_1 (0) 2.391 2.561 2.19 2.268 

SS_2 (+50) 2.456 2.659 2.227 2.323 

Moreover, a graphical comparison of delay of UCM & 

Wallace tree 5x5 bit & 9x9 bit architectures at 0.6 V & 

0.9 V supply voltage in different corners along with 

variation in temperature (-40o,0o & +50o Celsius) are 

shown in Fig. 9 & Fig. 10. The graphs in Fig. 9 & Fig. 10 

clearly shows that there is a significant improvement in 

delay of UCM architecture in comparison to the Wallace 

tree architecture for 5x5 bit as well as 9x9 bit 

multiplication. Most important part is that, for 5x5 bit 

multiplication, at different corners & at extreme 

temperatures, the UCM architecture proves to be the 

better performer than Wallace tree architecture at ultra-

low supply voltages. 

 
Fig. 9, Graphical comparison of delay of UCM & 

Wallace tree 5x5 bit architecture at 0.6 V & 0.9 V 

supply voltage in different corners along with 

variation in temperature (-40o,0o & +50o Celsius) 

 

 
Fig. 10, Graphical comparison of delay of UCM & 

Wallace tree 9x9 bit architecture at 0.6 V & 0.9 V 

supply voltage in different corners along with 

variation in temperature (-40o,0o & +50o Celsius) 

 

On the other hand, for 9x9 bit multiplication, the delay of 

UCM has a much more significant drop in comparison to 

the Wallace tree at 600 mV (at different corners & at 

extreme temperatures). Whereas, the delay of the UCM 

architecture is seems to be slightly higher than Wallace 

tree at slow-fast (SF) corner in -40o, 0o & +50o Celsius 

for 9x9 bit multiplication at 900 mV. The reason for the 

same might be the use different process at SF corner. 

Moreover, as shown in the Table I, the minimum & 

maximum delay for 5x5 bit multiplication using UCM 

architecture at 600 mV are 2.665 ns & 2.937 ns 

respectively. Whereas the same for Wallace tree are 

2.677 ns & 2.97 ns respectively. Similarly, the minimum 

& maximum delay for 5x5 bit multiplication using UCM 

architecture at 900 mV are 2.59 ns & 2.716 ns 

respectively. Whereas the same for Wallace tree are 

2.597 ns & 2.734 ns respectively. Same thing if we 

observe for 9x9 bit multiplication using UCM 

architecture at 600 mV, the minimum & maximum 

delays are 2.171 ns & 2.456 ns respectively whereas for 

Wallace tree the values are 2.239 ns & 2.659 ns. On the 

other hand, for 9x9 bit multiplication using UCM 

architecture at 900 mV, the minimum & maximum 

delays are 1.138 ns & 2.227 ns respectively whereas for 

Wallace tree the values are 1.195 ns & 2.323 ns. 

 

V. CONCLUSION 

The UCM architecture has a wide range of acceptability 

in the field of digital system design. UCM architecture 

not only performs the best in a nominal Process, Voltage 

& Temperature but also in a wide range of variation in 

extreme temperature, process & ultra-low supply 

voltages. Especially, in the case of the higher order 

multiplication (9x9 bit) operation with supply voltage as 

low as 0.6 V, the delay has reduced by 5.05% (mean 

value) than Wallace tree multiplier architecture. 

Therefore, UCM multiplier will have a wide range of 

acceptability in the circuits where speed is the top most 

priority.   
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Abstract:-- Humans may not like tracking our food and the calories that every food item offers, as it can be more difficult than it 

sounds. We would need to do a lot of research and always keep a track of what we are eating every day. But, it can be one of the 

best things we can do to maintain a healthy weight and improve overall health. The amount of calorie we may intend to have 

depends on number of factors including our age, gender, daily schedule, weight and etc. Hence, in this paper we develop a system 

that recognizes the text on the restaurant bills and calculate corresponding calorie count thereby enlightening the user on the 

calories consumed. To detect text from the images, we use the help of a widespread technology – Optical Character Recognition 

(OCR). It is the mechanical or electronic conversion of images of handwritten or printed text into machine encoded text whether or 

not from a scanned document or photograph of a document. The user can be aware of the calorie consumed using the application 

developed. The objective of this system is to help users to keep track of calories on their smart phones, also helping their dietician 

prepare a calorie-based chart thereby improving their lifestyle. 

 

Keywords: Text detection, OCR, Text recognition, Caloriechart, Smart phones 

 
1. INTRODUCTION 

 

In our day to day lifestyle, keeping a journal or tracking 

our meals on our smart phone, make better choices. You 

become responsible to yourself, and you will track your 

progress finer. There is no more fooling yourself 

concerning what proportion you are or are not consuming 

once you write it down. Journaling and working your 

food decisions results in creating higher choices. We 

need some calories daily to support the normal 

functioning of the body. The amount of calorie we may 

take depends on many factors including our age, gender, 

daily schedule and weight along with many other factors. 

So, we would like to monitor these calories. Our work 

aims to utilize the Optical character recognition 

technique to detect the text on the restaurant bill 

accurately. 

Text detection is the method of detecting the text exists 

in the image, followed by enclosing it with a rectangular 

bounding box. This can be achieved through image based 

techniques or frequency based techniques. In image 

based techniques, an image is divided into multiple 

segments. Each segment is a connected component of 

similar characteristics pixels. The statistical features of 

connected components are utilized to group them and 

form the text. Machine learning approaches are used to 

classify the components into text and non-text. In 

frequency based approaches, discrete Fourier transform 

(DFT) or discrete wavelet transform (DWT) are used 

to extract the high frequency coefficients. Here the 

assumption 

 

is that the text present in an image has high frequency 

components and selecting only the high frequency 

coefficients filters the text from the non-text regions in 

an image. Text is the most excellent way of 

communicating information. It can be enclosed into 

documents, images and videos. The high performance 

mobile devices capable of acquisition and processing of 

images anytime, anywhere provides a way to recognize 

text in various environments. there have been numerous 

text related applications for both images and video, 

which includes page segmentation [1], [2], address block 

location [3], license plate location [4], [5], and 

contentbased image/video indexing [6], [7]. 

Text detection and recognition in images with complex 

backgrounds, variations of text layout and fonts, and the 

existence of uneven illumination, low quality, degraded 

data and multilingual environments present a much 

greater challenge than well-formatted documents. So 

advanced computer vision and pattern recognition 

techniques are required to solve these problems. The 

performance of text detection and recognition in color 

imagery are examined and various technical challenges 

are discussed [8]. 

The aim of this paper is to develop a system that 

recognizes the text on the restaurant bills using optical 

character recognition techniques and to calculate 

corresponding calorie count thereby enlightening him/her 

on the calories consumed. We aim to provide this 

software on android platform which will ease the task of 

detecting text and computing calories. 
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The rest of this paper is organized as follows. Section II 

gives survey about the various text detection and 

recognition techniques from image. It also provides 

information about the OCR system. The proposed system 

is presented in Section III. Section IV reports about how 

the experiment is done and how the results are obtained. 

It also describes the challenges faced by the system and 

finally the conclusion and future enhancements are 

drawn in Section V. 

 

II. REVIEWOF EXISTINGWORK 

 

Text comes in two categories: Graphic text and Scene 

text. The graphic text is machine printed text which is 

found in captions, subtitles and annotations in video and 

digital images on the web and in email [9]. The scene 

text refers to text on objects, includes text on signs, 

packages and clothing in  natural scenes, and handwritten 

material [10]. Our proposed application uses graphic text 

i.e. printed text from restaurant bills. 

The process of extracting text from mixed-type 

documents is a pre-processing and necessary step for 

several document related applications. A new method is 

proposed to automatically detect and extract text in 

mixed-type color documents based on a combination of 

an adaptive color reduction (ACR) technique and a page 

layout analysis (PLA) approach [11]. 

While the recent methods relies on visual cues only, a 

novel fine-grained object classification using recognized 

text in natural images is proposed. This approach 

combines textual as well as visual cues. Another new 

thing is the textual cue extraction. Unlike the state-of-

the-art text detection methods, this method relies more on 

the background instead of text regions. Once text regions 

are found, they are further processed by two process to 

perform text recognition, i.e., OCR engine and a state-of-

the-art character recognition algorithm [12]. A novel 

Text-Attentional Convolutional Neural Network (Text-

CNN) system is developed for scene text detection. This 

method focuses on extracting deep text feature from an 

image component. Also it is able to discriminate 

ambiguous text from complicated background [13]. 

Edge based methods perform more efficiently in case of 

natural scene images having sharp edges. A method is 

 presented in which candidate edge recombination and 

edge classification are used to stroke width transform are 

added. In candidate edge recombination, over 

segmentation and region merging is done. The edge of 

the image is segmented into small segment that separates 

the edge of text from the background. Then the merging 

of neighboring edge segment have been done the on the 

basis of similarity of color and stroke width. With this 

each character is explicated by a candidate boundary. 

The candidate boundaries are combined into text chains 

in the boundary classification process. The character 

based and chain based features are used in chain 

classification [14]. 

A real-time system which extracts text from natural 

scene images can prove to be very useful [15], [16]. 

These systems can be used to automatically read and 

understand addresses and landmarks from images, 

banners and posters on roads, and sign boards without 

much difficulty. Although number of state-of-the-art 

approaches [17], [18], [19] have been proposed to detect 

and recognize text in scene imagery, there exists some 

research challenges like low detection rates and 

recognition rates [20]. By contrast, OCR achieves 

recognition rates higher than 99 percentage for scanned 

documents [21]. OCR is an electronic tool that converts 

scanned documents into text searchable form. A typical 

OCR system consists of the following basic components: 

Input scanned Image, Pre-processing, Feature Extraction, 

Classification, and Post- processing [22]. 

OCR [23] is a technology that converts different types of 

documents, such as scanned paper documents, PDF files 

or images captured by a digital camera into editable and 

searchable data. Possibly the most well-known use case 

for OCR is converting printed paper documents into 

machinereadable text documents. In OCR processing, the 

scanned-in image or bitmap is analyzed for light and dark 

areas in order to identify each alphabetic character or 

numeric digit. When a character is recognized, it is 

converted into an ASCII code. 

This technology has proven immensely useful in 

digitizing historic newspapers and texts that have now 

been converted into fully searchable formats and had 

made accessing those earlier texts easier and faster. 

 

III. PROPOSED WORK 

 

This application captures an image of a restaurant bill 

using the mobile phone camera. This image is then 

processed to find the text related to food items. The text 

should be detected irrespective of certain parameters like 

font type, font size and should be detected in low contrast 

images also. Figure 1 shows the system diagram which 

consists of four modules. The first step is to scan the 

printed restaurant bills and extract the text from it. Next 

we refer the extracted text with food database and the 

text extracted is forwarded for calculating the 

corresponding calorie-count. The user is then enlightened 

of the calories consumed. 

The system proposed in this paper is built using the OCR 
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algorithm. Instead of creating a new OCR 

implementation, the open-source OCR engine called 

Tesseract [24] was used here. The engine is being 

developed and used by Google since 2006. However, 

several OCR engines use similar techniques to “read” the 

text in an image. The Tesseract supports various 

operating systems (Linux, Windows, and Mac OS) and 

several languages. It has been used for both handwritten 

as well as printed character recognition. The workflow 

and architecture can be found in [25].Tesseract uses a 

two-pass approach to character recognition. The second 

pass is known as adaptive recognition and uses the letter 

shapes recognised with high confidence on the first pass 

to recognise better the remaining letters on the second 

pass. This is advantageous for unusual fonts or low-

quality scans where the font is blurred or faded.  

 

A. Preprocessing 

OCR software often "pre-processes" images to improve 

the chances of successful recognition. The first step of 

the processing will consist of different pre-processing 

tasks, such as converting a color image into grayscale 

image, remove positive and negative spots, smoothing 

edges and binarisation. The task of binarisation is 

performed as a simple way of separating the text or any 

other desired component of the image from the 

background. 

 

B. Text Extraction 

Once the images are captured, we now have this file that 

we can easily view from any computer system. The 

software that extracts text from image should always be 

equipped with three factors. First, it should be able to 

retain text and data formatting during the conversion 

step. Second aspect of the text extraction from image 

would be the extract data for content aggregation. Third 

and last, the text extraction from image should be able to 

preserve in full the text quality from the printed 

document. 

 

C. Text Recognition 

The OCR algorithm uses feature extraction or matrix 

matching technique to produce a ranked list of candidate 

characters. Matrix matching is the process of comparing 

an image to a stored glyph on a pixel-by-pixel basis. This 

technique works best with typewritten text. It does not 

work well when new fonts are encountered. Feature 

extraction segments glyphs into "features" like lines, 

closed loops, line direction, and line intersections. This 

reduces the dimensionality of the representation and 

hence makes the recognition process computationally 

efficient. These features are matched with an abstract 

vector-like representation of a character, which might 

reduce to one or more glyph prototypes. Nearest 

neighbour classifiers such as the k-nearest neighbours 

algorithm are used to compare image features with stored 

glyph features and choose the nearest match. 

 

D. Calorie count generation 

The text recognized is checked for availability in the 

database .If the text is available in the database, its 

corresponding calories is fetched, and displayed to the 

user. If the text is not available in the database, no 

calories are returned. Once all text in the image is 

checked, and their corresponding calorie count has been 

returned, their overall calorie count is generated. Finally 

the user is enlightened with the overall calorie count. 

Here the preprocessing, text extraction and text 

recognition is done by the help of Google vision API. 

The Vision API can detect and extract text from any 

images. There are two annotation features that support 

optical character recognition. TEXT_DETECTION 

detects and extracts text from any image. 

DOCUMENT_TEXT_DETECTION also extracts text 

from an image, but the response is optimized for dense 

text and documents. The JSON includes page, block, 

paragraph, word, and break information. 

 

 
Fig. 1. System design 

 

IV. IMPLEMENTATION AND RESULTS 

The proposed system is developed using Android studio 

and Firebase to detect text on the restaurant bills and 

show corresponding calories. Figure 2 shows the 

Application user interface. Also we have used Google 

vision API to perform the optical character recognition. 

We need restaurant bills for recognizing the food items 

on the bill. For the purpose of evaluation, the bills from 

various restaurants have been collected and scanned 
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using our application. One of such collected restaurant 

bill is shown in figure 3a. The bills are generally in the 

form of printed text. The color of the text in the bills will 

generally be in blue or black. 

The first step is to create a database in Firebase console 

and to feed the different food items and their calories. 

The calories of various food items have been taken from 

Nutritionix [26] the world’s largest verified nutrition 

database. 

Over 100+ health apps make 5M+ queries to nutritionix 

every month. We have also referenced MyFitnessPal [27] 

for calories. 

The next step is to register the app with Firebase. The 

dependencies required for the system include both the 

Google Vision API as well as the Firebase. On opening 

the application, there is an icon, which when clicked 

takes the picture of the bill. The scanned text from the 

image is mapped with the Firebase and the corresponding 

calories of the food items are displayed in the same 

intent. Figure 3b shows the result of the sample 

restaurant bill. 

On conducting the experiment on various restaurant bills 

we get accurate calorie count of the food consumed. The 

accuracy depends on the quality of the bill, the 

environment and the quality of the camera. The images 

of the restaurant bills that we collected for our 

experiment and the outcome of the experiment is shown 

in figure 4. 

The proposed system faces certain difficulties while 

implementing the experiment. Some of the most 

important challenges faced by the system are: 

· Difficulties in the quality of the camera: Since our 

objective is to capture and detect text in the restaurant 

bill, the phone’s camera must be in a condition such that 

it focuses the bill, and the text in it, thereby helping the 

Google vision. 

· Difficulties faced in the environment: Since the data on 

the restaurant bill is used to detect the calories, there rises 

a compulsion in setting the lights of the room an optimal 

one. Adequate lighting is required for the experiment to 

be done. 

· Difficulties in the Quality of the bill: Since data on the 

text is used to show the corresponding calories, the 

quality of the bill comes into play. Handwritten bills are 

seldom recognized by the API. Bad quality bills do not 

cooperate with extracting text. 

 

Figure 5 and 6 shows the bills of different quality of the 

camera. 

   
Fig. 2. Application UI 

 
(a) 

 
(b) 

Fig. 3. a) Restaurant bill b) Result 
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Fig. 4. Bills and Consumed Calories 

 
(a) 

 
(b) 

Fig. 5. a) High clarity camera b) Low clarity camera 

 

 
(a) 

 
(b) 

Fig. 6. a) Faulty bill b) Ideal bill 

 

V. CONCLUSION AND FUTUREWORK 

 

The recent advancements in technology have always 

been beneficial to the mankind. This system takes a 

initiative in attainment of a goal that would help the 

people to live in healthy life style independently. In this 

paper, OCR is used to develop a system that recognizes 

the text on the restaurant bills .We have also calculated 

corresponding calorie count, thereby enlightening 

him/her on the calories consumed. Although we faced 

many challenges during our experiment, we can say with 

a reasonable level of confidence that above results helped 

to attain our proposed solution. Our future work is to 

include handwritten bills to detect and recognize the text 

on them and calculate the corresponding calories of the 
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food consumed. We would also like to extend the 

functionality of detecting text on bills from videos. 
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Abstract:-- The polysiloxane - TiO2 nanocomposites were prepared by solvent casting method in triethanolamine and 

tetrahydrofuran solvents. The prepared nanocomposites were characterized by X-ray’s diffraction, Fourier transform infrared 

spectroscopy for structural study and surface morphology was carried by scanning electron microscopy. The XRD spectra indicate 

that the pure polysiloxane is amorphous in nature and TiO2 nanoparticles have anatase (tetragonal crystal system) structure which 

remains same even after dispersion in polysiloxane. FTIR spectra shows the characteristics peaks of Si - CH2, Si - CH3 and Ti - O - 

Ti confirms the formation of nanocomposites. The surface morphology shows that the nanoparticles are completely embedded in 

the polysiloxane. Further, the DC conductivity shows that the conductivity increases with increase in temperature due to tunnelling 

phenomena. Among all nanocomposites, 0.3 wt % shows the high DC conductivity of 6 х 10-5 S/cm. The dielectric spectroscopy 

study reveals that the 0.3 wt % shows low dielectric constant and dielectric loss as a result it shows high conductivity of 1.35 х 10-4 

S/cm. The quality factor confirms that there is small damping loss for 0.3 wt % of nanocomposites which is favourable for the high 

conductivity. 

 

Keywords: Polysiloxane, Titanium dioxide, Nanocomposites, Dielectric 

 
1. INTRODUCTION 

 

The nanoparticles doped polysiloxane (PS) 

nanocomposite has unique properties such as absorption 

of heavy metal ions from aqueous and organic solvents, 

corrosion resistance, chemical inertness, anti-grafting and 

low permeability of gases made a potential candidate in 

many different technological applications [1]. It is well 

known that the polysiloxane have low surface energy, 

high dielectric and high temperature resistance up to 760 

ᴼC made suitable for insulation, electronic coating, 

automobile gaskets, sealing and lubricating greases. 

However, there is a great challenge in maintaining the 

transparency which is depends on the concentration of 

filler, solvent used, preparation methods and curing 

temperature [2].  

The inorganic oxides dope in polysiloxane matrix may 

change the surface energy due to the presence of oxygen 

vacancies which are predominant at the higher 

temperature. It is reported that the electrical conductivity 

of the titanium dioxide (TiO2) depends on the 

nonstoichiometry oxygen and which varies from 10
-14

 to 

10
-5

 S/cm. It is expected that the addition of inorganic 

oxide nanoparticles may fill the interfacial cracks and 

improve significantly its mechanical properties [3, 4]. Pei 

Huang et al., reported that the packing resin of light 

emitting diode significantly effects its efficiency due to 

mismatch of refractive index (RI). The RI of  

 

nanocomposites can be enhanced by doping high RI 

nanoparticles and it is found that the addition of TIO2 in 

polysiloxane increase its RI from 1.42 to 1.6.  During 

chemical processing, the polysiloxane nanocomposite 

losses it transparency due to the agglomeration causes 

significant reduce in refractive index (RI) and this 

problem can be overcome by doping inorganic 

nanoparticles in matrix. Therefore, author made an 

attempt to investigate the temperature dependent 

electrical conductivity and dielectric properties of TiO2 

nanoparticles doped polysiloxane nanocomposites [5, 6]. 

The nanocomposites of polysiloxane have been prepared 

by high intense ultra sonication in tetrahydrofuran (THF) 

media. Further, the prepared nanocomposites were 

characterized by Fourier transmission infrared 

spectroscopy (FTIR), X-ray’s diffraction (XRD) method 

and scanning electron microscopy (SEM) for structural 

and surface morphology analysis. The temperature 

dependent DC conductivity was carried out by two probe 

method and dielectric properties were studied by using 

Hioki LCR Q source meter.  

 

2. MATERIALS AND METHOD 

 

2.1 Materials  

All chemicals used for the preparation of nanocomposites 

are analytical grade. The polysiloxane (99.99 % pure), 

titanium dioxide (TiO2), triethanolamine (TOEA) and 
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tetrahydrofuran (THF) was purchased from Sigma 

Aldrich, India.  

2.2 Synthesis of polysiloxane - TiO2 nanocomposites 

The nanocomposites films were prepared by solution 

casting method. 5 gm of polysiloxane was dissolved in 

150 ml of tetrahydrofuran (THF) and stirred for 72 hrs to 

obtain a clear solution. Then 0.1, 0.3 and 0.6 wt % of 

TiO2 and 0.25 ml of triethanolamine (TOEA) were mixed 

with the above solution with high intense ultra sonication 

until dissolution takes place. The homogeneous mixture 

then poured in to a round Teflon mould and dried in 

room temperature to remove the solvent and later heated 

with 50 ºC to form dried thin film of nanocomposites. In 

similar procedure, pure polysiloxane thin film was 

prepared as following in preparation of nanocomposites 

[7 – 9].           

 

3. CHARACTERIZATION 

 

The X-ray’s diffraction study was carried out by 

using Philips X-ray diffractometer for the range of 10ᴼ to 

80ᴼ at the rate of 2ᴼ per second with CuK  radiation of 

wave length λ= 1.5406 Å. The functional group of the 

polysiloxane and its nanocomposites were studied by 

using PerkinElmer1600 spectrophotometer in KBr 

medium. The nanocomposite was mixed with KBr 

crystals in the ratio of 1:5 and grounded the mixture to 

obtained homogeneous compound. The surface 

morphology of the nanocomposites was characterized by 

Scanning electron microscopy model of Philips XL 30 

ESEM spectroscopy. The nanocomposites films were 

fixed onto the carbon coated copper grid and introduce 

into the microscopic sample holder for the image 

scanning.  

Further, the temperature dependent DC 

conductivity was studied using indigenous two probe 

Kelvin set up from room temperature to 220 ºC using 

Keithely source meter by applying silver paste both the 

side for better connectivity. The impedance spectroscopy 

of the nanocomposites was carried out by Hoki LCR-Q 

meter from the frequency range of 50 Hz to 5 MHz.  

 

4. RESULTS AND DISCUSSION 

 

4.1 X-ray’s diffraction study  

Figure 1 shows the X-ray’s diffraction pattern of pure 

polysiloxane and polysiloxane - TiO2 nanocomposites for 

different weight percentages (0.1, 0.3 and 0.6 wt %). It is 

observed that the pure polysiloxane (PS) is showing a 

broad peak around 23º which indicate that the 

polysiloxane is having amorphous in nature. The broad 

peaks appeared at 23º is due to the diffraction occurs at 

the interplanar spacing of the polymer. The polysiloxane 

- TiO2 nanocomposites for different weight percentages 

shows the characteristics peaks of TiO2 in polysiloxane 

at 26.30º, 33.22º, 42.12º and 51.23º are corresponding to 

the plan of (110), (101), (111) and (211) respectively, 

which is matched with reported data [10, 11]. The 

crystallite size of the polysiloxane - TiO2 nanocomposite 

is calculated by using Debye Scherrer equation and it is 

found that the crystallite size is around 13nm. It is aloes 

important to note that that the TiO2 structure is not 

distracted even after incorporating in polysiloxane.   

 

 
 

4.2 Fourier transforms infrared spectroscopy  

Figure 2 shows the FTIR spectra of pure polysiloxane 

and polysiloxane - TiO2 nanocomposites for different 

weight percentages. The important characteristic peaks 

appeared for pure polysiloxane is around 1106 cm
-1

 is 

corresponding to Si - CH2 wagging deformation along 

with the plan of vertical axis,1453 cm
-1

 is due to the Si - 

CH3 systematic stretching wagging deformation, 1503 

cm
-1

 for C - H stretching because of presence of CH2, 

1613 cm
-1

 is due to the Si - OH stretching band. 

However, the polysiloxane - TiO2 nanocomposites shows 

all the characteristic peaks along with the peak at
 
708 cm

-

1
 is corresponding Ti - O - Ti vibration band in plan [12 -

15].  
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4.3 Scanning electron microscopy  

Figure 3 (a - c) shows the SEM image of pure 

polysiloxane, TiO2 and polysiloxane - TiO2 

nanocomposites. From the image of pure polysiloxane 

(a), it is observed the polysiloxane film is having very 

smooth surface without any crack or agglomeration at the 

polymer films interface. It is also interesting to note that 

the solvent aging effect does not appears on its surface 

and therefore its surface is very smooth. Figure (b) shows 

that the TiO2 nanoparticles are form an indusial 

nanoparticle without any agglomeration and having 

average particles size of about 13 nm. When these 

titanium nanoparticles doped in polysiloxane matrix in 

tetrahydrofuran solvent, the nanoparticles embedded in to 

the matrix without any formation of crack as shown in 

figure (c). The nanocomposite films are dried at 50 ºC for 

an hour in presence of helium gas the solvent aging 

effect almost negligible as a results surface of the 

nanocomposites appeared very smooth with embedded of 

TiO2 in nanocomposites.     

     
 

5. DC CONDUCTIVITY 

 

Figure 4 shows the DC conductivity of polysiloxane and 

polysiloxane - TiO2 nanocomposites with different 

weight percentages as a function of temperature from 40 

ºC to 220 ºC. It is observed that the conductivity of the 

polysiloxane and its nanocomposites increases with 

increase in temperature as well as weight percentages of 

TiO2 in polysiloxane up to 3 wt %. The gradual increase 

in conductivity is due to the tunnelling of charge carriers 

from one conducting site to another. Among all the 

nanocomposites, 0.3 wt % of polysiloxane - TiO2 

nanocomposite show high conductivity of 6 х 10
-5

 S/cm 

in compare to other nanocomposites. It is also important 

to note that the after 0.3 wt % conductivity decrease due 

to the blocking of charge carriers at the interface of the 

polymer nanocomposites [16, 17].      
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6. DIELECTRIC STUDY 

 

Figure 5 shows the real part of permittivity of 

polysiloxane and polysiloxane - TiO2 nanocomposites 

with different weight percentages as a function of applied 

frequency from  50 Hz to 5 MHz. It is observed that the 

real permittivity value decreases with increase in applied 

frequency up to 10
3
 Hz after that it’s almost remains 

constant which is may be due to the dipole polarization 

where the polarization occurs due to the Si - O and Ti - O 

- Ti along with symmetry axis. The titanium dioxide 

nanoparticles have many hydroxyl ions due to the 

hydrophilic nature of nanoparticles and high surface area 

to the volume ratio causes high surface energy [18 - 21]. 

Among all the nanocomposites, 0.3 wt % of polysiloxane 

- TiO2 nanocomposite shows lowest real permittivity of 

1240 F/m which is due to the two reason i.e., 

homogeneous distribution of TiO2 nanoparticles in 

polysiloxane matrix and negligible solvent aging effect 

causes smooth surface. However, after 0.3 wt % of TiO2 

in polysiloxane matrix dramatically increase the real 

permittivity value due to the blocking of charge carriers 

at the interface.   
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Figure 6 shows the imaginary part of permittivity of 

polysiloxane and polysiloxane - TiO2 nanocomposites 

with different weight percentages as a function of applied 

frequency from 50 Hz to 5 MHz. The similar behaviour 

is observed like real part of permittivity for polysiloxane 

and polysiloxane - TiO2 nanocomposites except smaller 

in magnitude of imaginary permittivity. Among all the 

nanocomposites, 0.3 wt % of shows the lowest value of 

imaginary permittivity value of 687 F/m due to the 

polarization effect and distribution of TiO2 nanoparticles 

in polysiloxane [22]. 
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Figure 7 shows the variation of quality factor (Q) as a 

function of applied frequency for different weight 

percentages of polysiloxane and its nanocomposites. The 

damping loss is in the nanocomposite is due to the 

different types of energy loss such as vibrational energy, 

translation energy and kinetic energy at the higher 

frequency range. It is observed that the damping loss of 

polysiloxane and polysiloxane - TiO2 nanocomposites of 

all compositions have the value less than 0.5 indicates 

that the vibrational energy and translation energy loss is 

almost zero due to the embedded TiO2 in polysiloxane 

[23]. For all the nanocomposites, the hump are formed at 

the mid frequency range between 10
4
 to 10

5
 Hz due to 

steady state of electron flow at the equilibrium. Among 

all the nanocomposites, 0.3 wt % of polysiloxane - TiO2 

nanocomposites shows lowest value of 0.002 because of 

the fact that there is no free space in between the 

nanoparticles and polymer matrix results no oscillation at 

all [24].  
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Figure 8 shows the real part of electric modulus of 

polysiloxane and polysiloxane - TiO2 nanocomposites 

with different weight percentages as a function of applied 

frequency from  50 Hz to 5 MHz. It is observed that the 

real electric modulus value initially at the lower 

frequency almost constant for all compositions, however 

after 10
4
 Hz the electric modulus increases because it is 

independent of dipole formation at the higher frequency 

range. It is also indicates that the lower frequency 

associated with magnetic field perpendicular to the 

electrical field [25]. However, it is found that with 

increase in frequency range the magnetic field slowly 

decrease as a results electric modulus increases 

gradually. Among all the nanocomposites, 0.3 wt % 

shows higher electric modulus of 0.0392 which is 

followed by other compositions and pure polysiloxane. 

The another reason could be for higher electric modulus 

due to formation of  permanent dipole of Si - OH and Ti - 

O - Ti along with symmetry axis due to the hydrophilic 

nature of TiO2 and high surface energy [26]. 
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Figure 9 shows the imaginary part of electric modulus of 

polysiloxane and polysiloxane - TiO2 nanocomposites 

with different weight percentages as a function of applied 

frequency from 50 Hz to 5 MHz. The similar behaviour 

is observed like real part of electric modulus for 

polysiloxane and polysiloxane - TiO2 nanocomposites 

except higher in magnitude of imaginary electric 

modulus. Among all the nanocomposites, 0.3 wt % of 

shows the highest value of imaginary electric modulus of 

0.0492 due to the formation of permanent dipole 

polarization and distribution of TiO2 nanoparticles in 

polysiloxane [27 - 30]. 
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Figure 10 shows the variation of tangent loss as a 

function of applied frequency for different weight 

percentages of TiO2 in polysiloxane. It is observed that 

the tangent loss value decreases with increase in 

frequency up to 10
4
 Hz after that it’s almost constant for 

all compositions. Among all the nanocomposites, 0.3 wt 

% of shows the lowest tangent loss value of 0.2 due to 

the non-debye’s type of relaxation process where the 

charge carriers are relaxed at the higher energy state for 

longer time. Hence, 0.3 wt % of polysiloxane - TiO2 

nanocomposite can be used as low k - dielectric materials 

electrochromic and electrochemical device, capacitor, 

varistor etc [31].  
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Figure 11 shows the variation of ac conductivity for 

different weight percentages of TiO2 in polysiloxane as a 

function of frequency. It is observed that the conductivity 

of pure polysiloxane and its nanocomposites increases 

with increase in frequency. The conductivity of the 

nanocomposites depends on the several factors such as 

size and shape of the nanoparticles, distribution factor, 

orientation of nanoparticles in polymer matrix, surface 

morphology, grain boundary which define the bulk 

resistance of the samples. Therefore, it is very carefully 

illustrated the solvent casting process without any aging 

effects results smooth surface morphology that influence 

the conductivity [32]. Among all the nanocomposites, 0.3 

wt % shows the high conductivity of 1.35 х 10
-4

 S/cm 

due to the low dielectric constant and tangent loss due to 

the favourable surface morphology without any 

agglomeration or cracking on the surface and also null 

solvent aging effect [33]. Therefore, these 

nanocomposites can be potential candidates for the self 

cleaning coating materials in superhydrophobic glass, 

capacitors, varistor etc. 
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7. CONCLUSION 

 

The polysiloxane – TiO2 nanocomposites have been 

prepared by solvent casting method in triethanolamine 

and tetrahydrofuran solvents. The structural study was 

carried out by X-ray’s diffraction and Fourier 

transmission infrared spectroscopy. The XRD pattern 

shows that the anatase structure of TiO2 in polysiloxane 

and it is found that the crystallite size is around 13nm. 

The FTIR spectra confirms the important characteristics 

peaks for pure polysiloxane is around 1106 cm
-1

 is 

corresponding to Si - CH2 wagging deformation along 

with the plan of vertical axis,1453 cm
-1

 is due to the Si - 

CH3 systematic stretching wagging deformation and the 

metal oxide peaks at 708 cm
-1

 which indicates the 

formation of nanocomposites. The SEM image of TiO2 

shows rod like structure embedded in polysiloxane with 

smooth surface morphology without any crack or 

agglomeration. The temperature dependent conductivity 

shows that the conductivity increases with increase in 

temperature as well as TiO2 weight percentage up 0.3 % 

in polysiloxane.  Among all nanocomposites, 0.3 wt % 

shows the high DC conductivity of 6 х 10
-5

 S/cm due to 

the tunnelling phenomena. The dielectric spectroscopy 

study reveals that the 0.3 wt % shows low dielectric 

constant and dielectric loss as a result it shows high 

conductivity of 1.35 х 10
-4

 S/cm. The quality factor 

confirms that there is small damping loss for 0.3 wt % of 

nanocomposites which is favourable for the high 

conductivity. Therefore, these nanocomposites can be 

potential candidates for many high dielectrics 

engineering applications.   
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Abstract:-- Nowadays, security plays a vital role in every field of applications. The main aim of this research work is to increase the 

authentication and security by means of multi-level Video Watermarking using Discrete Wavelet Transform (DWT). The nature of 

watermarking used in this work is Invisible Watermarking. In invisible watermarking, the input data such as image, video and 

audio can be embedded into the original video. This invisible video watermarking has to be attained in multi-level by using DWT. 

DWT algorithm has to be written using MATLAB coding. In order to have more secure data, a secret key is used during an 

embedded process. The original image can be extracted only if the correct secret key is matched at the output side. DWT is used to 

convert the spatial domain data into a spectral domain data. This algorithm may be used in variety of applications like copyright 

protection, defence applications, broadcasting applications, Meta – data applications, etc. Similar to Discrete Wavelet Transform 

(DWT), Discrete Curvelet Transform also used to increase the authenticity of the input image with better quality. Curvelet 

transform is used for embedding the images into the video. In this research as a secondary, the procedure of watermarking is 

repeated with the Curvelet transform. The outcome of this research is to make secure digital data transmission that helps in variety 

of applications like broadcast monitoring, ownership assertion, medical applications and mostly used in defence department. 

 

Keywords: Multi – level video watermarking, DWT, SVD, MATLAB, Color Image Processing, DCLT 

 
1. INTRODUCTION 

 

With a tremendous change over the field of electronics, 

science and technology, the internet signifies a 

fundamental role. While entering into the era of 

advanced communication, the digital communication 

plays a vital role. The digital communication not only 

relies on the digital signals but also the digital images as 

the sources of communication. Digital Image Processing 

uses a computer algorithm on the digital images. For a 

digital image processing, the security and authentication 

are the important most criteria. So, this research paper 

investigates about the multi – level video watermarking 

using Discrete Wavelet Transform (DWT) and Singular 

Value Decomposition (SVD) which improves the 

authenticity of the input images. The Digital 

Watermarking is a digital concept where the image is 

hided into the image for the security purpose. There are 

two types of watermarking namely. They are Visible 

Watermarking and Invisible Watermarking. The visible 

watermarking is a type of digital watermarking where the 

embedded image is visible even after the embedding 

process is over. For an example, some registered channel 

adds a watermark in a form of copyright logo that can be 

displayed during the broadcasting process. This visible 

watermarking can be used for enhanced copyright 

protection and for indicating ownership originals. 

Likewise, the invisible watermarking is a type of 

watermarking that aims to provide secure data 

transmission through a data hiding concept. There are  

 

two digital video watermarking technique used to guard 

the video from digital handling and offers the copyright 

substantiation. Digital video watermarking techniques 

are spatial domain and spectral domain. Spatial Domain 

technique is not strong for many image processing 

attacks. Spectral Domain method ensures the robustness 

of watermark. Spectral domain is subdivided into DFT 

(Discrete Fourier Transform), DCT (Discrete Cosine 

Transform) and DWT (Discrete Wavelet Transform). 

The Discrete wavelet transform is more frequently use 

because of its excellent multi-resolution and spatial 

localization characteristics. In this paper, the video 

watermarking with multiple levels DWT and SVD is 

being proposed. The copyright owners needs to face the 

one of the major issues are Intellectual and copyright 

protection. Internet access and  all the digital media 

access such as audios, videos, images and digital 

documents gives great threat to copyright owners as their 

work gets manipulated, forged and redistributed 

expediently through illegal means. This paper presents 

the digital watermarking techniques applied on the 

videos. This digital video watermarking is used to protect 

the video from various attacks & noises also protect the 

video from digital manipulation. Mainly it is used to 

provide the copyright authentication. Spatial domain 

watermarking and spectral domain watermarking are two 

video watermarking methodologies to embed the 

watermark bits on the video or image. Spatial domain 

method is not robust against various signal processing 

methods and noises. But spectral domain method ensures 

high robustness against various processes. In this paper a 
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video watermarking technique based on curvelet 

transform is proposed. The proposed curvelet transform 

based watermarking is providing high level security to 

the digital data. And this algorithm follows the strong 

embedding and extracting algorithm. Hence it is difficult 

for the attackers to seize the original information. This 

type of watermark also provides the better watermark 

parameters such as Noise Correlation (NC), Peak Signal 

to Noise Ratio (PSNR). 

 

II. CURRENT AND FUTURE SYSTEM (DWT) 

 

A. CURRENT SYSTEM 

 The existing system uses the embed watermark 

in high frequency sub – band initially and uses a portion 

of low frequency sub – band for embedding (which 

depends on the significance of the sub – band). The 

watermark embedding process uses different embedding 

formula. The algorithm was incorporated with some of 

the features of visual masking of human vision system. 

In this research, the Discrete Wavelet Transform is 

applied to each of the frames. For 2D frames, the DWT is 

applied by means of applying 1D filter in two 

dimensions. The filter is initially divided into four non – 

overlapping sub bands like LL1, LH¬1, HL1, HH1. 

Where, L stands for the Low frequency sub – region and 

H stands for High frequency sub – region. The second 

level of transformation is applied to the lower most 

frequency sub – region to get non – overlapping LL2, 

LH¬2, HL2, HH2 sub – regions. 

 

B. FUTURE SYSTEM (PROPOSED SYSTEM) 

The following modifications are allowed in the proposed 

system: 

a.The watermark video is selected with proper 

coefficient. 

b.Watermark image is extracted and separated with R, G 

and B panels. 

c.With the watermark coefficient, the watermark is 

extracted. 

 

C. OBJECTIVES 

The objective of the research are: 

a.To convert the spatial domain data into the frequency 

domain data having low and high frequency components. 

b.To extract the embedded watermark with good 

resolution. 

c.Robust against various attack and noises. 

 

D. MOTIVATION: 

a.Algorithm is founded to be highly robust for various 

attacks. 

b.Extracted watermark should be equal to the proportion 

of original watermark. 

c.Improved security for various processing operations 

such as averaging, histogram equalization, etc. 

 

E. RESEARCH DESCRIPTION 

This research proposes a digital watermarking over a 

high authenticity which made us to take video 

watermarking to the multi – level. This chapter proposes 

the flow graph of the research. The proposed video 

watermarking algorithm emphasizes on: 

(i)Improved security with a secret key. 

(ii)Multi – Level Watermarking. 

(iii)Enhanced quality of watermark video. 

(iv)Lower Mean Square Error. 

(v)Unsized video size of a host video. 

The input video has continuous video frames. From that, 

the video shots can be captured which consists of single 

or a multiple video frames. The block diagram for the 

proposed research is explained with the following blocks 

 

Fig. 1 – Block Diagram for the proposed multi – level 

video embedding 

 

This research proposes a digital watermarking over a 

high authenticity which made us to take video 

watermarking to the multi – level. This chapter proposes 

the flow graph of the research. The proposed video 

watermarking algorithm emphasizes on: 

(i) Improved security with a secret key. 

(ii) Multi – Level Watermarking. 

(iii) Enhanced quality of watermark video. 

(iv) Lower Mean Square Error. 

(v) Unsized video size of a host video. 

(vi) The input video has continuous video frames. From 

that, the video shots can be captured which consists of 

single or a multiple video frames. The block diagram for 

the proposed research is explained with the following 

blocks. 

The above fig. 1 represents the diagram for the multi – 

level video watermarking embedding process. The 

watermarking embedding is a process of hiding the 

watermark video into the original video for the purpose 
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of authenticity. Here, the 3 – level video watermarking 

embedding process is being proposed.  

In the extraction process, the host video is retrieved from 

the watermarked video. The extraction process have the 

following steps; 

a. Read the video and separate it into multiple video 

frames. 

b. Read the watermarked image with desirable size. 

c. R, G and B panels are separated. 

d. Apply multi – level DWT on B – panel of the 

watermarked image. (The no. of levels considered here 

was 3). 

e. Enter the secret key to extract the image from the 

video. 

f. If the secret key is correct, then the watermarked image 

is extracted from the video. 

g. If not, the pop – up message will be displayed with the 

message as that “the entered key is incorrect”.  

The figure 2 represents the block diagram of multi – 

level video watermarking video extraction process.  

 

 
Fig. 2 – Block Diagram for the proposed multi – level 

video extraction 

 

 
Fig. 3 – Watermarked images using DWT 

 

F. RESULTS AND DISCUSSION 

The proposed algorithm is implemented using MATLAB 

as the basic tool on the video database consists of the 

image database with multiple web images, standard 

video database and also on the video captured from the 

laboratory under non – standard conditions as specified 

in table 1.  

 
 

 

 

 

 

 

 

 

 

S. 

No 
Video Name 

Specifications 

Source 

Frame Size 
Duration  

(in Sec.) 
No. of Frames 

1 viptraffic.avi 120 x 160 8 120 Standard Database 

2 rhinos.avi 240 x 320 6 114 Standard Database 

3 Shaky_car.avi 240 x 320 4 132 Standard Database 

4 Scenevideoclip.avi 160 x 120 7 92 Standard Database 

5 Video_1.avi 240 x 320 44 448 Downloaded 

6 Video_2.avi 288 x 360  43 1077 Downloaded 
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7 Video_3.avi 480 x 640  5 67 Downloaded 

8 Video_4.avi 640 x 480  18 543 Captured in Lab 

9 Video_5.avi 480 x 640 14 140 Captured in Lab 

10 Video_6.avi 480 x 640 15 155 Captured in Lab 

 

Table 1 – Types of Video Database 

 

The computations are carried out on the system with the 

following configuration: Intel  ® CoreTM i7 – 4770 

processor having maximum clock frequency of 3.4 GHz 

and 32 GB RAM. 

 

 
                           (a)                          (b) 

 

 

 

          (c)                                           (d) 

Fig. 4 – For ‘viptraffic.avi’ (a) Original frame #20 (b) 

Original watermark testpat1 (c) Watermarked video 

Frame (d) Extracted watermark from (c) 

 

The video algorithm is tested with large no. of videos but 

in this paper only selective videos are indicated. The 

figures are shown only for one video (i.e.) viptraffic.avi 

which is a standard video available in the MATLAB 

directory. The watermark image used in this example is 

taken again from the directory of MATLAB (i.e.) 

testpat1 of dimension 256 x 256. The results with no 

attacks are discussed in fig. 4. The robust video 

watermarking algorithm is proposed by embedding 

watermark on each frames of the video. This algorithm 

realizes blind video watermarking embedding and 

extraction which are found to be highly robust for 

various common attacks. The Normalized Correlation  

 

Coefficient (NCC) and Structural Similarity (SSIM) 

index are calculated towards the reconstructed image. 

Video Parameters 
No 

attacks 

Average 

Filter 

Median 

Filter 

Gaussian 

Filter 

Salt 

and 

Pepper 

Noise 

Histogram 

equalization 

viptraffic.avi 

PSNR (dB) Inf.  22.101 19.749 13.778 12.93 15.970 

NCC 1 0.993 0.987 0.956 0.947 0.969 

SSIM 1 0.994 0.989 0.957 0.948 0.969 

rhinos.avi 

PSNR (dB) Inf. 26.637 25.921 17.743 17.165 12.570 

NCC 1 0.997 0.997 0.9776 0.975 0.9301 

SSIM 1 0.998 0.998 0.9842 0.983 0.9258 
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Shaky_car.avi 

PSNR (dB) Inf. 21.714 19.094 18.883 18.020 11.4421 

NCC 1 0.993 0.985 0.986 0.982 0.896 

SSIM 1 0.993 0.986 0.987 0.986 0.929 

Scenevideoclip.avi 

PSNR (dB) Inf. 25.914 24.817 17.864 16.876 7.934 

NCC 1 0.997 0.996 0.983 0.979 0.838 

SSIM 1 0.998 0.997 0.992 0.989 0.934 

Video_1.avi 

PSNR (dB) Inf. 27.842 28.759 19.946 19.183 13.685 

NCC 1 0.998 0.998 0.989 0.987 0.942 

SSIM 1 0.999 0.999 0.993 0.992 0.942 

Video_2.avi 

PSNR (dB) Inf. 25.428 22.071 16.076 15.351 17.964 

NCC 1 0.997 0.993 0.975 0.975 0.983 

SSIM 1 0.998 0.995 0.981 0.977 0.987 

Video_3.avi 

PSNR (dB) Inf. 27.908 25.682 18.071 17.120 13.320 

NCC 1 0.998 0.997 0.984 0.997 0.953 

SSIM 1 0.998 0.998 0.988 0.986 0.967 

Video_4.avi 

PSNR (dB) Inf. 32.350 32.453 19.919 19.633 8.893 

NCC 1 0.999 0.999 0.989 0.989 0.870 

SSIM 1 0.999 0.999 0.992 0.992 0.899 

 

Table 2 – Watermark Result after various Attacks 

 

Video Name viptraffic.avi 

Parameter Extracted Watermark 

No Attack 

 

Average Filter 

 

Median Filter 
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Gaussian Filter 

 

Salt and Pepper 

 

Histogram 

Equalization 

 

Fig. 5 – Extracted watermark of frame #20 after 

various attacks on viptraffic.avi 

 

G. SIMULATION RESULT 

 
Fig. 6 – Simulation Result: An output console 

indicating original video, embedded video and the 

watermark image 

 

III.  CURRENT AND FUTURE SYSTEM (DCLT) 

 

A. CURRENT SYSTEM 

Curvelet transform has been proposed to overcome the 

limitations of wavelet transform. Curvelet transforms are 

Non-adaptive technique for multiscale object 

representation. This transform differs from directional 

wavelet transform in that the degree of localization in 

orientation varies with scale. Higher resolution is 

achieved in curvelet transform than the wavelet 

transform. And also efficient numerical algorithms exist 

for computing the discrete data of curvelet transform.  

 

B. FUTUTRE SYSTEM 

The proposed system is presented with single level 

transform. Which means the watermarking is performed 

by using single level curvelet transform. Because the 

possibility of multilevel transform in curvelet domain is 

less. Hence in future, the multilevel curvelet transform 

will be  performed.   

 

C. OBJECTIVE 

a. To increase the authenticity a video watermarking 

technique using curvelet transform is performed. 

b. To achieve high robustness against various noise 

attacks such as Gaussian noise, Salt and pepper noise. 

c. To make digital data into highly secure against various 

processing such as cropping, noise addition, etc. 

 

D. RESEARCH DESCRIPTION      

Curvelet Transform Algorithm 

Curvelet transform has been proposed to overcome the 

limitations of wavelet transform. Curvelet transforms are 

Non-adaptive technique for multiscale object 

representation. This transform differs from directional 

wavelet transform in that the degree of localization in 

orientation varies with scale. Higher resolution is 

achieved in curvelet transform than the wavelet 

transform. And also efficient numerical algorithms exist 

for computing the discrete data of curvelet transform.  

Fig.7 Flow Diagram of The Proposed Scheme 
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Embedding Algorithm using DCLT 

Step1: Read the host video and divide the video into 

frames.  

Step2: Split each of the frame into Red, Green and Blue 

components.  

Step3: Convert the RGB components of each of the 

frames into Grey components.  

Step4: Apply random number generator to select random 

set of frames for watermark embedding. 

Step5: Apply Curvelet Transformation using db wavelets 

to each of the randomly selected frames in order to 

obtain four frequency sub bands 

Step6: Take the watermark image which is to be 

embedded in the host video frames and split it into red, 

blue and green components. 

Step7: Convert the RGB components of the watermark 

image into grey component. 

Step8: The watermark bits are then embedded into 

significant coefficients of the host video frames. 

Step9: Apply Reverse Curvelet Transformation to obtain 

the watermarked frames. 

Step10: Reconstruct the watermarked video by 

combining frames. 

 

Extraction Algorithm using DCLT 

Step1: Read the watermarked video and split it into 

frames 

Step2: Convert the red, blue and green components into 

grey component. 

Step3: Apply wavelet transformation using db wavelets 

upto three level decomposition to obtain sub-bands. 

Step4: Evaluate the difference between the watermarked 

frame and the decomposed frequency sub band of the 

host frame to get the watermark. 

 

E. RESULT AND ANALYSIS 

In the project work, the experiments are carried using 

Matlab coding. We have prepared a GUI layout with a 

list of menus. Clicking on each menu will perform an 

independent function. The inputs used are a coloured 

video of .avi type and a coloured watermark image that 

will be embedded inside the video frames. All the frames 

are of same size. The watermark image used is of the 

same size of rows and columns as the video frames. The 

proposed technique uses a random number generator that 

generates a set of numbers that will be used as a secret 

key at the time of watermark extraction. Those numbers 

will be used as the references for selecting the random 

frames that will be further used for watermark 

embedding. 

       

 
Fig 8.  Graphical user Interface 

 

 
Fig 9. Secret Key Generation 

 

Fig 10. Watermark Image without attack 

 

Performance Metrics 

The quality of the watermark can be analyzed by 

calculating the Mean Square Error (MSE), Peak Signal to 

Noise Ratio (PSNR), Normalized Cross Correlation 

(NC). 
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Abstract:-- Modern age is the age of integration, where millions of electronic components are integrated and installed on a single 

chip, to minimize the size of device and automatically increases the speed. But, as a greater number of components are placed on a 

single device, reliability becomes a concern issue, as failure of one component can degrade the complete device. From dimmer to 

high voltage power transmission, thyristors are widely used. The failure of thyristor can be proven dangerous for mankind, so the 

reliability prediction of thyristor is highly desirable. This paper is based on the accelerated life testing based experimental 

technique for reliability assessment. An intelligent model is designed using artificial intelligence techniques i.e. ANN, Fuzzy and 

ANFIS and comparative analysis is conducted to estimate the most accurate technique. Fuzzy based Graphical User Interface 

(GUI) is framed which informs the user about the live status of thyristor under various environmental conditions. The intelligent 

techniques are validated using experimental technique. An error analysis is conducted to predict the most accurate and reliable 

system for residual life prediction of thyristor. Out of all prediction techniques, ANFIS has the highest accuracy i.e. 95.3%, 

whereas ANN and Fuzzy inference system has accuracy range 86.1% and 89.2% respectively. 

 

Keywords: Multi – Artificial Intelligence, Accelerated life testing, Graphical user interface, Reliability Prediction, Thyristor. 

 
1. INTRODUCTION 

 

The world is facing the fastest growing problem of 

electronic and electrical waste. It has hazardous material 

which is dangerous of human being. It is expected that by 

year 2020, the waste of electrical and electronics 

equipment (WEEE) will grow up-to 12 million tones. 

The reliability prediction is the key parameter for 

successful operation of the device or equipment. When a 

manufacturer releases a product in market, a datasheet is 

provided along with the component, which states the life 

of the component. If the component fails within warranty 

period, manufacturer has to bear the replacement cost or 

repairing charges. Moreover, failure before time, 

degrades the market reputation of the manufacturer. So, 

the reliability estimation is the crucial issue for the 

manufacturers. On the other side, the failure of the 

component may cause the financial as well as 

professional loss to the consumer. This failure rate drifts 

for the duration of the life of the item with time. Life is 

an important aspect while choosing the electronic 

hardware. Residual life estimation and life prediction are 

two distinct terms. If the remaining useful life (RUL) is 

calculated, it can save the user from complete shutdown 

or system failure [1]. The predicted life can direct the 

user for re-use of the component, that in-turns decreases 

the waste of electrical and electronics equipment 

(WEEE) problem to a great extent[2].  

 

 

 

Many researchers are working on the untimely failure 

and fault analysis of electrical and electronic components 

and equipment. Various experimental, statistical as well 

as standard methods are deployed for failure prediction. 

For live health monitoring of the components, artificial 

intelligence techniques are used, which has capability to 

predict the end of life status of the component at various 

operating conditions and input parameters[3]. So, failure 

and fault prediction of the component becomes an 

important parameter for lucrative performance.  

 

Thyristor 

The Thyristor is semiconductor device. It is four layered 

device which acts as a switch. Thyristor word is 

composed of two words (the thyratron and the transistor). 

A thyristor works on the similar principle as a transistor. 

It is constructed of three electrodes: the gate, the anode 

and the cathode. The gate work as the controlling. It is 

mostly used in ac circuits. P type material and N type 

material used in thyristor[4]. SCR (Silicon-controlled 

rectifier) is like a thyristor. It behaves like a rectifying 

diode. Four layers of thyristors.  

 
Figure 1. Symbol of thyristor 2N-2324 
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II. METHODS AND MATERIALS 

 

Compact size and high speed are the prime need of the 

users. So, millions of components are integrated on a 

small size chip, which is known as integrated chip. The 

performance of the equipment depends on the reliability 

of the components inserted inside. A failure of single 

component can accelerate the failure of whole device. 

Thyristor is used in majority of power electronic devices 

and high-speed electronic devices, so its reliability 

prediction is a challenging issue[5]. 

There are various methods for reliability assessment of 

thyristor, which is summarized in below mentioned flow 

chart. Although standard methods are there, to predict the 

residual life of the component i.e. military handbook, but 

such method is not accurate as it does-not covers all 

aspects. For realistic estimation of residual life, 

experimental approach is adopted. An expert model is 

designed using artificial intelligence technique which 

guides the user to estimate the remaining useful life of 

the thyristor at different temperature and operational 

time[6]. 

 

 
Figure 2. Flowchart for life estimation techniques 

 

A. Failure estimation using experimental method 

(ALT) 

Accelerated life testing is an experimental technique for 

failure prediction of components. This type of test is 

highly recommended by big production units because, it 

has an advantage of time saving. It is based on the fact of 

increase the stress level and decrease the test duration. 

The actual parameters of the components are specified in 

datasheet. The accelerated life testing suggests the 

experiment at the maximum stress level. The specified 

components are placed on the testing machine, for the 

maximum range of stressors[7].  

 

 
Figure 3. Experiment setup of thyristor testing 

 

The specified working parameters of Thyristor 2N-2324, 

have been analyzed. The specification of 2N-2324 are: 

 

Table 1. Specification of 2N-2324 

Parameter Value 

Voltage (Forward) 100V 

Voltage (Gate) 6V 

Current (On-state) 1.6A 

Gate Threshold Current 200uA 

 

The process of accelerated life testing consists of 

following steps [8]: 

a) Regular check the component using digital multimeter 

and inspect for physical damage. 

b) Place the 20 thyristors on the hot plate. Cover the 

thyristors using sand, so that all the components get 

uniform heat. 

c) Set the temperature of the hotplate and note the 

readings from initial to maximum temperature. 

d) The experiment is specified for a fix duration of time. 

There is variation in time corresponding to temperature. 

At higher temperature, time duration is lesser. 

e) Measure the value and check the functioning of all 

components after specified time duration.  

f) Collect the functional data of components and 

calculate the residual life of thyristor using: 

 

              
                    

              (     )                 
   (1) 

 

    Where, failure rate is specified by acceleration factor, 

which is calculated as:  

                      
  

 
 
     

     
 
           (2) 

 

T1 is the temperature during test and T2 is maximum 

temperature, as mentioned in datasheet. Boltzmann’s 

constant ‘K’ and Activation energy is specified as Ea.  
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Using accelerated life testing (ALT), remaining useful 

lifetime of thyristor is calculated at various set of 

temperature and time, as shown in following table. 

 

Table 2. Estimated life using experimental technique 

Run Temperature 

  C  

Time (hours) Estimated Life 

(hours) 

1 110 20 29601.2 

2 115 17 21701.4 

3 120 16 18881.1 

4 125 14 18007.6 

5 130 13 16782.2 

6 135 10 15632.4 

7 140 09 13214.5 

8 145 07 11014.8 

9 150 05 9265.1 

10 155 03 7372.9 

Mean estimated life 16147.3 

 

The mean life estimated using accelerated life testing is 

16147.3 hours. 

 

III. LIFE PREDICTION OF USING EXPERT 

ARTIFICIAL INTELLIGENCE MODELLING 

After assessment of thyristor life using experimental 

approach, an intelligent model is designed which predicts 

the end of life status of thyristor using artificial 

intelligence techniques. Artificial neural network, fuzzy 

logic and adaptive neuro fuzzy inference system 

techniques are deployed for life time estimation. 

 

A. Artificial neural network model for life estimation 

of thyristor 

Artificial neural network is a type of artificial 

intelligence technique which is similar to brain neuron. 

For natural neural processing, ANN is the computational 

unit. Several processes are trained and tested in parallel 

manner[9]. For thyristor life estimation, the number of 

input layers are two i.e. temperature and time, whereas 

the output layer is one which is residual life estimation. 

  

 
Figure 4. ANN model for residual life of thyristor 

 

The best result is obtained by the method of training and 

testing at different epochs[10]. 

 

 

B. Fuzzy inference model for life estimation of 

thyristor 

     It is acceptable but definite output in response to 

unfinished, dual meaning, distorted, or not accurate 

input. It is a method of reasoning that like human 

reasoning[11]. Fuzzy logic has a lot of real time 

applications. The system selects the inputs and then 

through the process of fuzzification the inputs are 

converted into language quantities (L- low, M – medium, 

H – high)[12]. Therefore, defuzzification a fuzzy 

quantity represented by a membership function is 

converted in to a precise or crisp quantity[13].  

  

 
Figure 5. Flow chart of fuzzy inference system 

 

The flow process of fuzzy inference system is depicted as 

in figure 6. For residual life assessment of thyristor, 

Mamdani type inference is used. 

 

 
Figure 6. Fuzzy inference model for residual life of 

thyristor 

 

The gaussian membership is used for input parameters 

i.e. temperature and time as well as output parameter i.e. 

residual life. 

 

 Adaptive Neuro-fuzzy Inference System (ANFIS) 

ANFIS is a hybrid type of prediction technique which 

comprises of both ANN as well as fuzzy tool[14]. It has 

advantage of both the techniques, as ANN has this self-

learning mechanism but it doesn’t know how the hidden 

process is following to reach the particular target and the 

disadvantage is that the output is not that user 

understandable, precise and accurate[15]. It can’t handle 

ambiguity. On the other hand, the advantage with fuzzy 

logic is that it can handle uncertain data and also, 

linguistic variable to have better understanding but no 

self-learning is there. Hence, to omit each other 

advantages, these two techniques have been combined to 

formed third technique that is ANFIS (Adaptive neuro-

fuzzy Inference system). Here the rules needed by fuzzy 

get self-updated through the self-learning mechanism 

possessed by ANN[16]. So, lesser number of errors is 

shown by the predicted data of ANFIS.  
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Figure 7. ANFIS model for residual life of thyristor 

 

Figure 8. ANFIS structure 

 

IV. Design of decision support system 

 

The graphical user interface has been created using 

different life estimation techniques. This is based on 

fuzzy logic and results have been interpreted to choose 

the most accurate method[17]. 

 
Figure 9. Decision support system for thyristor 

 

Using decision support system using graphical user 

interface (GUI), the consumer can directly interact with 

the system and calculate the remaining useful lifetime of 

thyristor. It also displays the warning, if the estimated 

life is less than threshold value for immediate 

replacement. 

 

A. Comparative analysis of prediction techniques 

Different techniques have been used for calculating the 

useful life of thyristor in this paper. The comparison has 

been summarised in table 3. This shows that ANFIS has 

the least error and estimated lifetime using ANFIS is the 

most accurate one. The graphical user interface has been 

created as a decision support system which calculates the 

life, based on different techniques[18]. 

 

Table 3. Comparison of different artificial intelligence 

techniques 

Parameter Residual lifetime using artificial 

intelligence techniques 

ANFIS ANN Fuzzy 

Estimated 

lifetime(hours) 

15372.28 13934.12 14566.56 

Average error 

% 

4.7 13.9 10.8 

Accuracy % 95.3 86.1 89.2 

The residual life of thyristor is calculated using 

experimental approach i.e. accelerated life testing and it 

shows an average life of 16147.3 hours. The residual life 

predicted by ANN, fuzzy and ANFIS are compared with 

experimental lifetime and error analysis is conducted, 

which shows that ANFIS has the least error i.e.4.7%. 

 
Figure 10: Accuracy comparison of prediction 

techniques 

 

The figure 10 depicts the graphical comparison of all the 

intelligent prediction models with respect to the residual 

life calculated using experimental technique. 

 

CONCLUSION 

The electronic component such as thyristor are used 

widely. But this component has limited time period for 

useful operation. For successful operation of thyristor, it 

is necessary to predict its health condition for various set 

of input parameters. Accelerated life testing is used as an 

experimental approach for calculating the useful time. 

The residual life is calculated by assessing the 

acceleration factors at stressed values. An expert system 

is designed using various artificial intelligence 

techniques, which predicts the end of life status of 

thyristor well before, it actually occurs. The predicted 

models are validated using experimental technique and 

comparison is made in between all the intelligent 

techniques in terms of error and accuracy. After 

analysing all the techniques and their output, ANFIS is 

proven as the most accurate technique, which has 95.3% 

accuracy, as compare to ANN which has 86.1% and 

fuzzy inference system has 89.2% accuracy.  
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Abstract:-- An experimental study was conducted to evaluate the use of Country borage oil, nonedible straight vegetable oil was 

blended with petroleum diesel in various proportions to evaluate the performance and emission characteristics of a single cylinder 

direct injection constant speed diesel engine. In the past few years, the investigation on the biofuels has been of considerable 

interest by virtue of their unique physical and chemical properties. The present work involves the usages of country borage oil 

diesel blend and to study its effect on performance, combustion and emission characteristics in a diesel engine. Diesel and country 

borage oil fuel blends were used to conduct short-term engine performance and emission tests at varying loads in terms of 25% 

load increments from no load to full loads. Tests were carried out for engine operation and engine performance parameters such as 

Brake thermal efficiencies of CBM20 blend were slightly higher 3% than that of std. diesel.  Significant reduction in HC emissions 

by 22% and 33% respectively were recorded for cbm 20 blend and cbm40 blend. A significant reduction in smoke emissions by 

20% and 40% respectively were recorded for cbm 20 blend and cbm40 blend. A slight increase of 5% and 8% NOx emissions were 

recorded for cbm20 and cbm40 respectively. 

 

Keywords: Multi – Biodiesel, Performance, Emission, Engine. 

 
1. INTRODUCTION 

 

Depleting petroleum reserves and increasing the cost of 

the petroleum products demands an intensive search for 

new alternative fuels petroleum reserves. Which will 

make renewable energy sources more attractive. Biofuels 

are proved to be very good substitutes for the existing 

petrol fuels. Plant oils are renewable and have low sulfur 

in nature. 

As biofuels are more expensive than fossil fuels, the 

widespread use of biofuel was restrained from its use in 

C.I. Engines. In recent years, systematic efforts were 

undertaken by many researchers to determine the 

suitability of vegetable oil and its derivatives as fuel or 

additives to the diesel. 

Reducing greenhouse gases in the transport sector is one 

of the most important, initiate to promote biofuels. In a 

recent study by jatropa, soap nut, mahua oil, country 

borage oil different biofuels were compared in terms of 

both the economics (cost of avoided CO2) and the 

potential for CO2 emission reduction compared with a 

conventional fuel using crude oil  

Engine manufacturers worldwide have achieved in 

developing diesel engines with high thermal efficiency 

and specific power output, within the frame of imposed 

regulations. Significant achievements for the 

development of cleaner diesel engines have been made, 

by following various engine-related techniques, such as 

the use of common-rail systems, fuel injection control  

 

strategies, exhaust gas recirculation, exhaust gas after-

treatment, etc.  

Furthermore, especially for the reduction of pollutant 

emissions, researchers have focused their interest on the 

domain of fuel-related techniques, such as the use of 

alternative fuels often in fumigated form or gaseous fuels 

of renewable nature that are friendly to the environment 

or oxygenated fuels that show the ability to reduce 

particulate emissions usually with an increase of the 

emitted nitrogen oxides. 

Another aspect of the problem concerns the use not only 

of diesel fuel but also the use of alternative fuels of 

renewable nature. Favorable fuels of the last category are 

bio-fuels made from agricultural products. Furthermore, 

concerning the environmental aspect, rational and 

efficient end-use technologies are identified as key 

options for the achievement of the targets of greenhouse 

gas emissions reduction. 

 

1.1 COUNTRY BORAGE OIL 

This oil is extracted from country borage leaves. It is 

available in our country. Its properties are approximately 

the same to diesel properties. Performance emission 

characteristics are to be tested using this oil is non-edible 

oil. This oil has been considered as an alternative fuel for 

the compression. And it has low viscosity oil compare 

than other bio diesel, moisture content also less in this 

oil. 
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The blends of varying proportions of country borage oil 

and diesel will be prepared, analyzed and compared with 

the performance of diesel fuel and studied using a single 

cylinder C.I. engine.  

Misra and Murthy (2011) have investigated diesel and 

soapnut oil (10%, 20%, 30%, and 40%) fuel blends were 

used to conduct an engine performance and emission 

tests at varying loads in terms of 25% load increments 

from no load to full loads. Tests were carried out for 

engine operation and engine performance parameters 

such as fuel consumption, brake thermal efficiency, and 

exhaust emissions (smoke, CO, UBHC, NOx, and O2) 

were recorded.   

Among the blends, SNO 10 has shown a better 

performance with respect to BTE and BSEC. All blends 

have shown higher HC emissions after about 75% load. 

Lower  CO emissions at full load. NOx emission for all 

blends was lower and 40 blends achieved a 35% 

reduction in NOx emission. SNO 10% has an overall 

better performance with regards to both engine 

performance and emission characteristics 

Combustion characteristics were analyzed in a 

compression ignition engine fuelled with diesel–ethanol 

blends with and without a cetane number improver, the 

same brake mean effective pressure, engine speed, the 

maximum cylinder pressure the ignition delay, the 

premixed combustion duration, and the fraction of heat 

release in premixed combustion phase will increase, 

while the diffusive combustion duration, the fraction of 

diffusive combustion phase, and the total combustion 

duration decrease with increase in the ethanol fraction in 

the blends.  

 The center of the heat release curve moves close to the 

top dead center, and the maximum rate of heat release 

and the maximum rate of pressure rise increase with an 

increase in the ethanol fraction in the blends. The 

addition of a cetane number improver is beneficial to the 

decrease in the ignition delay, the cylinder peak pressure, 

the maximum rate of pressure rise, and the combustion 

noise when operating on diesel–ethanol blends. 

SukumarPuhan and Vedaraman (2005) have studied the 

vegetable oils can be used in diesel engines, high 

viscosities, low volatilities, and poor cold flow properties 

have led to the investigation of various derivatives. 

Biodiesel is a fatty acid alkyl ester, which can be derived 

from any vegetable oil by transesterification. Biodiesel is 

a renewable, biodegradable and non-toxic fuel. This 

biodiesel was tested in a single cylinder, four strokes, 

direct injection,  at a constant speed, compression 

ignition diesel engine to evaluate the performance and 

emissions. In this present study, mahua oil was 

transesterified using 6:1 mol ratio of methanol to oil to 

obtain methyl ester of low viscosity (5.2 cSt) and good 

conversion (92%). The ester was washed with 

phosphoric acid to remove traces of alkali and 

substantially with distilled water. Lower calorific value 

around 12% compared to diesel. The specific gravity 

does not very much compare to diesel. The kinetic 

viscosity is slightly higher than that of the diesel however 

within the biodiesel standard limits (5.2 cSt). Cetane 

number is slightly high (10%). which is favorable for 

combustion. Flash and fire points are high which is 

advantages for fuel transportation. 

 The performance of a diesel engine with biodiesel does 

not very much. The specific fuel consumption is higher 

(20%) than that of diesel and thermal efficiency is lower 

(13%) than that of diesel. Exhaust pollutant emission is 

reduced compared to diesel Carbon monoxide, 

hydrocarbon, smoke number, oxides of nitrogen were 

reduced by 30%, 35%, 11%, 4%, respectively, compared 

to diesel 

Leenus Jesu Martin and Edwin Geo (2012) In this 

investigation the viscosity of cottonseed oil, which has 

been considered as an alternative fuel for the 

compression Ignition (C.I) engine. And cottonseed oil 

was decreased by blending with diesel. The blends of 

varying proportions of cottonseed oil and diesel were 

prepared, analyzed and compared with the performance 

of diesel fuel and studied using a single cylinder C.I. 

engine. Significant improvement in engine performance 

was observed compared to neat cottonseed oil as a fuel.  

 

2.  EXPERIMENTAL LAYOUT 

 

The schematic diagram of the experimental set-up used 

to carry out the present investigation is shown in Fig.2.1. 

The specification of the engine used for the study is 

given in Table 2.2.  A single cylinder four-stroke air-

cooled diesel engine developing 4.4 kW at 1500 rpm was 

used for the research work.  

 
Figure 2.1 Schematic diagram of the experimental 

setup 
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1. Fuel tank 

2. Surge tank 

3. Engine 

4. Inlet 5. Exhaust 

6. Eddy current dynamometer 

7. Load cell 

8. Exhaust gas analyzer 

Model Kirloskar TAF-1 

Type Single cylinder, four 

strokes, direct injection 

Piston Type Bowl-in-piston 

Capacity 660cc 

Bore x stroke 87.5mm x 110mm 

Compression Ratio 17.5:1 

Speed 1500 rpm (constant) 

Rated Power 4.4 kW at 1500 rpm 

Dynamometer Electrical type 

Cooling system Air cooling 

Injection Timing 23°C Btdc 

Injection Pressure 200 bar 

Ignition Compression Ignition 

 

Table 2.2 Properties of country borage oil 

Properties Indian borage oil 

Density (kg/m
3
) 910 

Viscosity (at 40◦C) (cs) 5.2 

Flashpoint (◦C) 95 

Fire point (◦C) 110 

Free fatty acid (%) 1.8 

Moisture content (%) 10.8 

pH value             (at 25  C) 6.5 

 

Table 2.3 Comparisons of fuel properties 

Properties Diesel Country 

borage oil 

Jatropha  

oil 

Neem 

oil 

 

Density 

(kg/m3) 

 

840 

 

910 

 

918 

 

912 

 

Viscosity (at 

40◦C) 

 

4.9 

 

5.2 

 

7.9 

 

7.2 

 

Flash point 

(◦C) 

 

61 

 

95 

 

186 

 

134 

 

Fire point 

(◦C) 

 

64 

 

110 

 

210 

 

160 

 

Free fatty 

acid (%) 

 

0.2 

 

1.8 

 

5.31 

 

0.5 

 

Moisture 

Content (%) 

 

Nil 

 

10.8 

 

15 

 

14 

 

3. RESULTS AND DISCUSSION: 

 

3.1 PERFORMANCE ANALYSIS 

The variation of cylinder pressure with a crank angle for 

methyl ester of country borage oil and its diesel blends. 

The cylinder peak pressure decreases as the proportion of 

methyl ester in the blends increases but, CBM20% 

slightly increases compare than diesel, for all methyl 

ester blends peak cylinder pressure is lower than for 

diesel. At all engine loads, combustion starts earlier for 

methyl ester blends than for diesel 
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Fig.3.1.1 Variation of pressure with the crank angle at 

full load 

 

3.1.2 RATE OF HEAT RELEASE 

Fig. 3.1.2 shows the comparison of the heat release rate 

of the methyl ester of country borage oil and its diesel 

blends. The premixed heat release is lower for the cbm 

blends compared to that of diesel, possibly because of the 

lower heating value of the methyl ester blend. As the 

percentage of cbm in the blend increases, the maximum 

heat release rate decreases and the crank angle at which it 

takes place advances. It is observed that the ignition 

delays of cbm and its diesel blends are lower than that of 

diesel and are decreasing with an increase in the % cbm 

in the blend. As a result of the high in-cylinder 

temperature existing during fuel injection, biodiesel may 

undergo thermal cracking as a result of this, lighter 

compounds are produced, which might have ignited 

earlier, resulting in a shorter ignition delay 

 
Fig. 3.1.2 Comparison of heat release rate with Crank 

angle for methyl ester blends and diesel at full load. 

 

3.2 PERFORMANCE ANALYSIS 

3.2.1 Brake thermal efficiency 

The trends of the brake thermal efficiency of the methyl 

ester of country borage oil and its diesel blends are 

shown in Fig.3.2.1. It is observed from the figure that the 

brake thermal efficiency for cbm20% is 3% higher than 

diesel. And cbm40% is near to diesel. because it‟s an 

oxidation fuel so that combustion takes place completely. 

So that brake thermal efficiency is increased. The 

decrease in brake thermal efficiency for higher blends 

may be due to the lower heating value and higher 

viscosity of blends with a higher proportion of methyl 

ester. 

 
Fig. 3.2.1 Variation of brake thermal efficiency with 

load 

 

3.3 EMISSION ANALYSIS 

3.3.1 Carbon monoxide emissions 

Carbon monoxide (CO) emission was increased in light 

and higher loads and decreased in medium load. 

Particulate matter vegetable oil and the blends are lower 

than that of diesel fuels at the full load, whereas the CO 

emissions are all slightly higher for lower loads. In no 

load high co because the cylinder temperature is very 

low. After that, the temperature is increased co is 

reduced. In high load due to insufficient oxygen. so fuel 

is not burned completely co emissions is high. 

 
Fig.3.3.1 Variation of Carbon monoxide with a load 

 

3.3.2 Hydro Carbon emissions 

There was an increase in HC emissions by 12% and 8% 

cbm60, cbm80, cbm100 and blend respectively at full 

load compared to that of standard diesel. The effects of 

fuel viscosity on the fuel spray quality would be expected 

to produce some HC increase with vegetable oil fuels. 

The higher viscosity of cbm leads to poor combustion 

due to the large droplet size when it is injected. Another 

reason for higher HC emission for cbm and its diesel 

blend may be the fuel's physical properties such as 
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density and viscosity, which can have a greater influence 

on hydrocarbon emissions than the fuel chemical 

properties. However, the trend is different for methyl 

ester and its diesel blend. HC emissions are reduced over 

the entire range of loads for methyl ester and its diesel 

blend. Both cbm20 and cbm 40 produced lesser HC 

emissions by 33% and 31% respectively at full load 

compared to that of standard diesel. The reduction in HC 

emissions may be due to the presence of oxygen content 

in the biodiesel molecule, which leads to a more 

complete and cleaner combustion. The higher cetane 

number of bio-diesel reduces the combustion delay, and 

such a reduction has been related to decreases in 

hydrocarbon emissions  

 
Fig.3.3.2. Variation of Hydro Carbon with a load 

 

3.3.3 Oxides of nitrogen (NOx) 

The variation of NOx emission with a load for methyl 

ester of country borage oil and its diesel blends. It was 

observed that NOx emission increases by 5% for cbm 50 

and 8% for MEPS100 at full load. In spite of the slightly 

higher viscosity and lower volatility of the methyl ester, 

the ignition delay seems to be lower than that of diesel. 

Thus, a shorter ignition delay for biodiesel also may 

advance the start of combustion and contribute to higher 

NOx emissions. In addition, the oxygen present in the 

fuel may provide additional oxygen for NOx formation, 

thereby increasing its level of emission. 

 
Fig 3.3.3 Variation of Oxides of nitrogen  with a load 

 

3.3.4 Smoke opacity 

Smoke emission exhibited the same trend as HC 

emissions. However, the trend was different for methyl 

ester and its diesel. Variation of exhaust gas temperature 

with a load for various blends.  The smoke is much lower 

for methyl ester of country borage oil 20 &40 blend 

compared to that of diesel. This is because of the better 

combustion characteristics of cbm and its diesel blends. 

A major reduction in smoke emission is observed with 

cbm and its diesel blend, especially at high loads. This 

may be due to the presence of oxygen molecule in the 

methyl ester, which enables more complete combustion 

even in regions of the combustion chamber with fuel rich 

diffusion flames and promotes the oxidation of the 

already formed soot Fig. 3.3.4 indicates a reduction in 

smoke by 28% in the case of cbm40 and a 34.5% 

reduction in the case of cbm40 at full load 

 
Fig 3.3.4 Variation of Smoke opacity with a load 

 

3.3.5 Exhaust Gas Temperature 

The variation of exhaust gas temperature with a load for 

methyl ester and its diesel blends and diesel. It is 

observed that as the proportion of methyl ester increases 

in the blend, exhaust gas temperature also increases for 

all the loads. This may be due to the oxygen content of 

CBM, which improves  combustion and thus increases 

the exhaust gas temperature 

  

 
Fig.3.3.5 Variation of Exhaust gas temperature with a 

load 
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4. CONCLUSION 

The performance, emission and combustion 

characteristics of a 4.4 kW DI compression ignition 

engine summer with cbm and its blends have been 

analyzed and compared to those of diesel fuel. The 

conclusion of the present work is summarized as follows.  

 Brake thermal efficiencies of cbm20 blend were 

slightly higher 3% than that of std. diesel.   

 A significant reduction in HC emissions by 22% 

and 33% respectively were recorded for cbm 20 

blend and cbm40 blend 

 A significant reduction in smoke emissions by 

20% and 40% respectively were recorded for 

cbm 20 blend and cbm40 blend 

 A slight increase of 5% and 8% Nox emissions 

were recorded for cbm20 and cbm40 

respectively.  

 Combustion characteristics of MEPS and its 

diesel blends are comparable with those of std. 

diesel. 
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Abstract:-- The polysiloxane – TiO2 nanocomposites were prepared by a solvent casting method in triethanolamine and 

tetrahydrofuran solvents. Fourier transform infrared spectroscopy for structural analysis and surface morphology was carried by 

scanning electron microscopy. The  amorphous nature of polysiloxane observed in the  amorphous nature of polysiloxane observed 

in XRD spectra. The surface morphology was studied by employing scanning electron microscopy and it is found that the 

nanoparticles are completely embedded in the polysiloxane. Further, the dielectric spectroscopy study reveals that the 0.3 wt % 

shows low dielectric constant and dielectric loss, as a result, it shows high conductivity of 1.35 х 10-4 S/cm. Among all the 

nanocomposites, 0.3 wt % of shows the lowest tangent loss value of 0.1 due to the non-debye’s type of relaxation process where the 

charge carriers are relaxed at the higher energy state for a longer time. The quality factor confirms that there is a small damping 

loss for 0.3 wt % of nanocomposites which is favorable for the high conductivity. Therefore, these nanocomposites can be potential 

candidates for many high dielectrics engineering applications.   
 

Keywords: Polysiloxane, Titanium dioxide, Nanocomposites, Dielectric 

 
1. INTRODUCTION 

 

The large scientific community have been attracted to the 

inorganic nanoparticle doped polysiloxane (PS) 

nanocomposite because of its unique properties such as 

absorption of heavy metal ions from aqueous and organic 

solvents [1], corrosion resistance [2], chemical inertness 

[3], anti-grafting [4] and high permeability of gases [5] 

made a potential candidate in many different 

technological applications. It is well known that the 

polysiloxane has low surface energy, high dielectric [6] 

and high-temperature resistance [7] up to 760 ᴼC made 

suitable for insulation, electronic coating, automobile 

gaskets, sealing and lubricating greases [8]. Besides 

chemical (in the presence of hydrochloric acid, thionyl 

chloride, ammonia or organic amines) or thermal (300–

400 ᴼC) activation of polysiloxanes, the polymeric 

modified layer can be obtained by polymerization of 

precursors with different amount of functional groups, 

which was realized via utilizing oligomers (tri-, penta- 

and hexamethylcyclotrisiloxane) with siliconhydride 

groups [9] or siloxanes [10] as precursors. Such approach 

allows one to compose polysiloxane layer with well-

defined structure having various topologies (linear, 

comb-branched and dendritic-branched). The multi-step 

process of modification by oligomers with different 

amount of chemically active groups also allows one to 

build comb-branched and dendritic-branched polymers. 

However, there is a great challenge in maintaining the 

transparency which depends on the concentration of  

 

 

filler, a solvent used, preparation methods and curing 

temperature [9].  

The investigation of dielectric properties of the 

polysiloxane nanocomposites is important to realize the 

several factors such as surface charge density, 

polarization effect, charge carrier mobility, damping loss 

and change in bulk resistance with a small doping of 

inorganic nanoparticles to determine the suitability of the 

electronic device packing application. The inorganic 

oxides dope in the polysiloxane nanocomposite may 

change the surface energy due to the presence of oxygen 

vacancies which are predominant at the higher 

temperature. It is reported that the addition of inorganic 

oxide nanoparticles may fill the interfacial cracks and 

improve significantly its electrical properties [10 -12].  

It is often find difficulties to have transparent 

nanocomposite with homogenous distribution of 

inorganic nanoparticles in polysiloxane matrix which 

affects the refractive index (RI) of the nanocomposite. 

The formation of nods, twists and micro-crakes at the 

interface of the polymer and nanostructured inorganic 

oxide may be causes multiple scattering or diffraction at 

the interplanar space causes higher damping loss and 

high impedance value.           

In either case, the stability of heterometallic bonds 

affects the structural features of the resulting materials. 

As a matter of fact, the multinuclear NMR study of these 

hybrid materials pointed out the different lability of Si O 

Me (Me = metal) bonds in solution, depending on the 

nature of the metal alkoxide [13]. In general, 

polydimethylsiloxane-oxide gels have been described as 

nanocomposites based on long and mobile 
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polydimethylsiloxane chains and oxide particles that are 

nanometric in size [14]. From the literature, it owes that 

the TiO2 nanoparticles doped in polysiloxane 

nanocomposite films may have a smooth surface and low 

surface scattering which may be reduce the damping loss 

and impedance value. Therefore, the author made an 

attempt to investigate the temperature dependent 

electrical conductivity and dielectric properties of TiO2 

nanoparticles doped polysiloxane nanocomposites.  

The nanocomposites of polysiloxane have been prepared 

by high intense ultra-sonication in tetrahydrofuran (THF) 

media. Further, the prepared nanocomposites were 

characterized by X-ray’s diffraction (XRD) method and 

scanning electron microscopy (SEM) for structural and 

surface morphology analysis. The temperature dependent 

DC conductivity was carried out by two probes method.  

 

2. MATERIALS AND METHOD 

2.1 Materials  

All chemicals used for the preparation of nanocomposites 

were analytical grade. The polysiloxane (99.99 % pure), 

titanium dioxide (TiO2), triethanolamine (TOEA) and 

tetrahydrofuran (THF) was purchased from Sigma 

Aldrich, India.  

2.2 Synthesis of polysiloxane – TiO2 nanocomposites 

The nanocomposite films were prepared by a solvent 

casting method. 5 gm of polysiloxane was dissolved in 

150 ml of tetrahydrofuran (THF) and stirred for 72 hrs to 

obtain a clear solution. Then 0.1, 0.3 and 0.6 wt % of 

TiO2 and 0.25 ml of triethanolamine (TOEA) were mixed 

with the above solution with high intense ultra-sonication 

until dissolution takes place. The homogeneous mixture 

then poured into a round Teflon mould and dried in room 

temperature to remove the solvent and later heated with 

50 ºC to form a dried thin film of nanocomposites. In a 

similar procedure, pure polysiloxane thin film was 

prepared as following in preparation of nanocomposites 

[16, 17].           

3. CHARACTERIZATION 

The X-ray crystallography was carried out by 

using Philips X-ray diffractometer for the range of 10ᴼ to 

80ᴼ at the rate of 2ᴼ 

wavelength λ= 1.5406 Å. The functional group of the 

polysiloxane and its nanocomposites were studied by 

using PerkinElmer1600 spectrophotometer in KBr 

medium. The nanocomposite was mixed with KBr 

crystals in the ratio of 1:5 and grounded the mixture to 

obtained homogeneous compound. The surface 

morphology of the nanocomposite was characterized by 

Scanning electron microscopy model of Philips XL 30 

ESEM spectroscopy. The nanocomposites films were 

fixed onto the carbon-coated copper grid and introduce 

into the microscopic sample holder for the image 

scanning. Further, the impedance spectroscopy of the 

nanocomposite was carried out by Hoki LCR-Q meter 

from the frequency range of 50 Hz to 5 MHz.  

 

4. RESULTS AND DISCUSSION 

 

4.1 X-ray crystallography  

Figure 1 shows the X-ray diffraction pattern of pure 

polysiloxane and polysiloxane – TiO2 nanocomposites 

for different weight percentages (0.1, 0.3 and 0.6 wt %). 

The pure polysiloxane (PS) show a broad peak around 

14.73º and 23º may be due to the diffraction occurs at the 

interplanar spacing of the polymer and it indicates the 

amorphous nature of polysiloxane. The polysiloxane – 

TiO2 nanocomposites for different weight percentage 

show the characteristic peaks of TiO2 in polysiloxane at 

26.30º, 33.22º, 37.62º, 45.02º, 42.12º, 56.34º and 68.21º 

42.12º corresponding to the plan of (110), (101), (111), 

(210), (211), (220) and (301) respectively, which is 

matched with reported data [14]. The crystallite size of 

the polysiloxane – TiO2 nanocomposite is calculated by 

using the Debye Scherrer equation and it is found  to be 

13 nm. It is also important to note that the TiO2 structure 

is not distracted even after incorporating into the 

polysiloxane matrix.   

 
Figure 1 XRD pattern of polysiloxane and 

polysiloxane – TiO2 nanocomposites 

 

4.2 Scanning electron microscopy  

Figure 2 (a – c) shows the SEM image of pure 

polysiloxane, TiO2, and 0.3 wt % of polysiloxane - TiO2 

nanocomposites. From the image of pure polysiloxane 

(a), it is observed the polysiloxane film have a smooth 

surface without any crack or agglomeration at the 

polymer film interface. It is also interesting to note that 

the solvent aging effect does not appear on its surface 

and therefore its surface is very smooth. Figure (b) shows 

that the pure TiO2 spherical bits are form aliened indusial 

nanoparticles and which are well connected at the 

boundary without any agglomeration. When these 
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titanium dioxide nanoparticles doped in polysiloxane 

matrix in tetrahydrofuran solvent, the nanoparticles 

embedded into the matrix without any formation of crack 

as shown in figure (c). The nanocomposite films are 

dried at 50 ºC for an hour in presence of helium gas the 

solvent aging effect almost negligible as a results surface 

of the nanocomposites appeared very smooth with 

embedded of TiO2 in nanocomposites.         

         

Figure 2 SEM image of polysiloxane, TiO2 and 0.3 wt 

% of polysiloxane – TiO2 nanocomposites 

 

5. DIELECTRIC STUDY 

 

Figure 3 shows the real part of permittivity of 

polysiloxane and polysiloxane - TiO2 nanocomposites as 

a function of applied frequency from 50 Hz to 5 MHz. It 

is observed that the real permittivity value decreases with 

increase in applied frequency up to 10
3
 Hz after that its 

almost remains constant which is may be due to the 

dipole polarization where the polarization occurs due to 

the Si – O and Ti – O – Ti along with symmetry axis. 

The titanium dioxide nanoparticles have many hydroxyl 

ions due to the hydrophilic nature of nanoparticles and 

high surface area to the volume ratio causes high surface 

energy [17]. Among all the nanocomposites, 0.3 wt % of 

polysiloxane - TiO2 nanocomposite shows lowest real 

permittivity of 1200 F/m  may be due to the two reason 

i.e., homogeneous distribution of TiO2 nanoparticles in 

polysiloxane matrix and negligible solvent aging effect 

causes smooth surface. However, after 0.3 wt % of TiO2 

in the polysiloxane matrix dramatically increase the real 

permittivity value due to the blocking of charge carriers 

at the interface.  Figure 6 shows the imaginary part of 

permittivity of polysiloxane and polysiloxane - TiO2 

nanocomposites with different weight percentages as a 

function of applied frequency from 50 Hz to 5 MHz. The 

similar behaviour is observed like a real part of 

permittivity for polysiloxane and polysiloxane - TiO2 

nanocomposites except have a smaller in a magnitude of 

imaginary permittivity. Among all the nanocomposites, 

0.3 wt % of shows the low imaginary permittivity value 

of 584 F/m due to the dipole polarization effect and 

distribution of TiO2 nanoparticles in polysiloxane. 

 

 
Figure 3 shows the real part of permittivity as a 

function of applied frequency for polysiloxane and 

polysiloxane – TiO2 nanocomposites 

 

Figure 4 shows the variation of quality factor (Q) as a 

function of applied frequency for different weight 

percentages of polysiloxane and its nanocomposites. The 

damping loss of nanocomposite at the mid frequency 

range is may be due to the different types of energy loss 

such as vibrational energy, translation energy and kinetic 

energy at the higher frequency range. It is observed that 

the damping loss of polysiloxane and polysiloxane – 

TiO2 nanocomposites of all compositions have the value 

less than 0.5 indicates that the vibrational energy and 

translation energy loss is almost zero is due to the 

embedded TiO2 in polysiloxane [18]. For all the 

nanocomposites, the hump are formed at the mid-

frequency range between 10
4
 to 10

5
 Hz is due to the 

steady state of electron flow at the equilibrium. Among 

all the nanocomposites, 0.3 wt % of polysiloxane – TiO2 

nanocomposites show the lowest value of 2 because of 

the fact that there is no free space in between the 

nanoparticles and polymer matrix results in no oscillation 

at all.  
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Figure 4 shows the quality factor as a function of 

applied frequency for polysiloxane and polysiloxane – 

TiO2 nanocomposites. 

 

Figure 5 shows the real part of electric modulus of 

polysiloxane and polysiloxane - TiO2 nanocomposites 

with different weight percentages. It is observed that the 

real electric modulus value initially at the lower 

frequency almost constant for all the compositions and  

after 10
4
 Hz the electric modulus increase due to  

independent dipole formation. It also indicates that the 

lower frequency associated with magnetic field 

perpendicular to the electrical field. However, it is found 

that with a magnetic field decreases with increase in the 

frequency range may result gradually increase in electric 

modulus. Among all the nanocomposites, 0.3 wt % 

shows higher electric modulus of 0.0392 which is 

followed by other compositions and pure polysiloxane. 

Another reason could be for higher electric modulus is 

due to the formation of permanent dipole of Si – OH and 

Ti – O – Ti along with symmetry axis due to the 

hydrophilic nature of TiO2 and high surface energy [19].  

 
Figure 5 shows the real part of electric modulus as a 

function of applied frequency for polysiloxane and 

polysiloxane – TiO2 nanocomposites 

 

Figure 6 shows the imaginary part of electric modulus of 

polysiloxane and polysiloxane - TiO2 nanocomposites 

with different weight percentages as a function of applied 

frequency from 50 Hz to 5 MHz. The similar behaviour 

is observed like the real part of electric modulus for 

polysiloxane and polysiloxane - TiO2 nanocomposites 

except higher in a magnitude of the imaginary electric 

modulus. Among all the nanocomposites, 0.3 wt % of 

shows the highest value of imaginary electric modulus of 

0.0492 due to the formation of permanent dipole 

polarization and distribution of TiO2 nanoparticles in the 

polysiloxane [20]. 

Figure 10 shows the variation of tangent loss as a 

function of applied frequency for different weight 

percentages of TiO2 in polysiloxane. It is observed that 

the tangent loss value decreases with increase in 

frequency up to 10
4
 Hz after that it’s almost constant for 

all compositions. Among all the nanocomposites, 0.3 wt 

% of shows the lowest tangent loss value of 0.1 due to 

the non-debye’s type of relaxation process where the 

charge carriers are relaxed at the higher energy state for a 

longer time. Hence, 0.3 wt % of polysiloxane – TiO2 

nanocomposite can be used as low k – dielectric 

materials electrochromic and electrochemical device, 

capacitor, varistor etc [21].  

 
Figure 6 shows the imaginary part of electric modulus 

as a function of applied frequency for polysiloxane 

and polysiloxane – TiO2 nanocomposites 

 

ac conductivity for 

different weight percentages of TiO2 in polysiloxane as a 

function of frequency. It is observed that the conductivity 

of pure polysiloxane and its nanocomposites increase 

with an increase in frequency. The conductivity of the 

nanocomposites depends on the several factors such as 

size and shape of the nanoparticles, distribution factor, 

the orientation of nanoparticles in a polymer matrix, 

surface morphology, grain boundary which define the 

bulk resistance of the samples. Therefore, it is very 
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carefully illustrated the solvent casting process without 

any aging effects results in smooth surface morphology 

that influences the conductivity [22]. Among all the 

nanocomposites, 0.3 wt % shows the high conductivity 

of 1.35 х 10
-4

 S/cm due to the low dielectric constant and 

tangent loss due to the favorable surface morphology 

without any agglomeration or cracking on the surface 

and also null solvent aging effect [23]. Therefore, these 

nanocomposites can be potential candidates for the self-

cleaning coating materials in superhydrophobic glass, 

capacitors, varistor etc. 

 
Figure 7 shows the variation in AC conductivity as a 

function of applied frequency for polysiloxane and 

polysiloxane – TiO2 nanocomposites 

 

7. CONCLUSION 

 

The polysiloxane – TiO2 nanocomposites have been 

prepared by a solvent casting method in triethanolamine 

and tetrahydrofuran solvents. The structural study was 

carried out by X-ray diffraction and Fourier transmission 

infrared spectroscopy. The dielectric spectroscopy study 

reveals that the 0.3 wt % shows low dielectric constant 

and dielectric loss, as a result, it shows high conductivity 

of 1.35 х 10
-4

 S/cm. Among all the nanocomposites, 0.3 

wt % of shows the lowest tangent loss value of 0.1 due to 

the non-debye’s type of relaxation process where the 

charge carriers are relaxed at the higher energy state for a 

longer time. The quality factor confirms that there is a 

small damping loss for 0.3 wt % of nanocomposites 

which is favorable for the high conductivity. Therefore, 

these nanocomposites can be potential candidates for 

many high dielectrics engineering applications. 
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Abstract:-- This Project mainly focused on how the electronic toll collection system reduces manual work load using RF 

Transceiver. Ultimately, this system reduces environment pollution due to the burning of fuel as well as reduces the waiting time of 

users in toll queue. Users can access the website and may perform their toll transaction. Their transaction will reflect in the 

centralized database. Due to the use of online transaction, users do not need to carry cash with them. This leads in the reduction of 

human error occurring at the toll booths. Cashless transaction gives the transparency to this system. This design of the system 

includes an IOT module which will help to send a confirmation text to the vehicle owner about the toll deduction. With the 

significant development in Roadways, there is an increase in the number of toll plazas. These toll plazas have long queues and the 

time consumed in paying cash and returning change causes all the more delay. We have designed an IOT based Toll booth 

Manager System in which a person can easily pay the Toll charge with the help of RF Transceiver which has been set up in both 

the user vehicle and the toll gate. When the vehicle come in front of the toll gate, with the help of RF Transceiver the system would 

check if that particular vehicle has sufficient balance and then deduct the toll charge and update the balance through IOT.   
 

Keywords: Arduino Uno, Apache, JSP, MySQL, Navicat, NetBeans, RF Transceivers 

 
INTRODUCTION 

 

India, the second most popular country in the world, and 

a fast-growing economy, is seeing terrible road 

congestion problems in its cities. The problem is often 

felt in almost all major cities. This is primarily because 

infrastructure growth is slow compared to growth in 

number of vehicles, due to space and cost constraints. 

Roads or highway are one form of the means of 

transporting men and material from one place to another. 

At present, revenue collection procedures at most toll 

facilities require a driver to stop his/her car, open the 

window or door, and find correct coins or a valid card 

before continuing his/her journey. As the use of tolls 

becomes more widely accepted, the drawbacks of this 

conventional toll collection method will be emphasized. 

Tollbooths suffer from being land intensive, labor-

intensive (owing to the hiring of toll operators), and 

time-intensive and fuel consumption will be more. 

Electronic toll collection (ETC) systems are superior to 

manual methods from the perspective of both the toll 

agency and the user. ETC toll collection is a technology 

enabling the electronic collection of toll payment. This 

system can determine if the car is registered or not, and 

then informing the authorities of toll payment violation, 

debits and participating accounts. The most advantage of 

this technology is the opportunity to eliminate congestion 

in toll booths, especially during festive seasons when 

traffic trends to be heavier than normal. Other general 

advantages for the motorists include fuel savings and  

 

 

reduced mobile emissions by reducing or eliminating 

deceleration, waiting time, and acceleration. 

Electronic toll collection system based on Radio 

Frequency transceiver and IOT is mainly used in India. 

As time and efficiency are a matter of priority nowadays, 

the traditional method as to be reformed. Ultimately, this 

system reduces environment pollution due to the burning 

of fuel as well as reduces the waiting time of users in toll 

queue. Due to the use of online transaction, users do not 

need to carry cash with them. This leads in the reduction 

of human error occurring at the toll booths. Cashless 

transaction gives the transparency to this system. This 

design of the system includes an IoT module which will 

help to send a confirmation text to the vehicle owner 

about the toll deduction. When the vehicle come in front 

of the toll gate, with the help of RF Transceiver the 

system would check if that particular vehicle has 

sufficient balance and then deduct the toll charge and 

update the balance through IOT. 

 

Prior Work: 
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PROPOSED WORK 

The proposed system gives the simplified procedure to 

passengers to pay the tolls by making them automated 

and also provides intimation about vehicle. All these 

activities are carried using RF transceiver thus saving the 

efforts of carrying money and records manually. 

The RF transceiver mounted at toll booth will read the 

RF Transceiver fixed on vehicles and automatically 

respective amount will be  detected. When the vehicle is 

going to enter into the toll plaza, the first aim is to detect 

the type and no. of the vehicle. Whenever the vehicle 

come in front of the toll gate, both the transceiver of the 

user vehicle and the one mounted in the toll gate gets 

activated. The transceiver check for the vehicle number 

and then send it to the server. Since every vehicle 

registration ID is linked to user account, toll can be 

deducted from the account bank directly. Admin adds the 

vehicle details and according to that it sets the priority 

for the privileged person by adding some premium 

privileges. Whenever the vehicle comes in front of the 

toll gate, the software installed in the toll gate system 

gets activated and as a result it takes the picture of the 

person and send it to the server and as a result of that 

face recognition is done and then it detects the face. If 

the person face matches with the one saved in the server, 

then the respected person can pass the toll gate and there 

is no need for that very person to make any payment. 

 

Block diagram 

 
 

CONCLUSION 

 

After doing study on this project it is found that 

introduction of ETC system can be beneficial for the 

country and its people. The main benefits are time 

consuming, fuel savings and traffic reducing, illegal use 

of privileged vehicles. It has also the best benefit which 

is government is not losing any revenue from toll 

collection. The traffic free toll system will add a good 

impression to those people and they can enjoy the travel 

on this road by short time. GSM module will send 

massage to the phone, so the passenger will know how 

much he has paid for toll and no chance of charging extra 

money. The main objective of this project is dealing with 

RF and IoT technology and keeping all the vehicles 

under registration, so that no unregistered car can be used 

and do unethical works against law. 

 

FUTURE SCOPE 

 

1. Develop a dynamic system for ETC conversion: In our 

research the number of ETC lanes and their time of 

implementation are decided based on the delays at the 

ETC lane and the value of the benefits. Thus an 

algorithm can be developed to decide upon the optimum 

number of ETC lanes as compared to the manual and 

automatic lanes and also take into account the lane type 

that needs to be converted in order maximize the benefits 

and reduce the delays at the toll plaza. 

2. A full database and image processing system: All the 

data can be stored in a full database system with all the 

respective records of each vehicles with image 

processing then it can give a biggest security to the 

government. This record can help government to trace 

any culprit using this road. 

Time consumption at the toll plaza can reduce pollution 

3. Automated toll collection system using GPS and 

GPRS: The toll collection system, especially in India 

faces some problems such as long queue lines, escaping 

from toll plazas etc. These systems can service only 300 

vehicles per hour, and if more than that number of 

vehicles arrive at that plaza, server traffic jams may 

occur. To solve this we are proposing to create geo-

fences using GPS by giving latitude and longitude of the 

corner of the toll plaza. By comparing the position of the 

vehicle and toll plaza, the owner of the vehicle can be 

charged from the account. 

4. Automated Toll Collection Using Satellite Navigation: 

The system is to do the tasks remotely on the client 

machine through server. The aim is to develop Toll 

Collection System on express highway in such a way 

that, so the user have no need to keep money with him to 

pay toll and without the vehicle even having to slow 

down or stop at a toll. As soon as the vehicle enters the 

toll road, the vehicle number, vehicle type is detected and 

automatically these data is transferred to toll booths. The 

toll charge is automatically deducted in the owners 

account and message details are sent to their respective 

mobiles. This system can be implemented using CDMA( 

code division for multiple access), GSM technology. 
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Abstract:-- An advanced method to get the better of the challenges of medical image registration is anticipated, using Wang Landau 

Adaptive Monte Carlo (WLAMC) approach. The Wang-Landau (WL) algorithm is a distinct Monte Carlo (MC) method that has 

generated much curiosity in the medical image registration technique owing to some remarkable simulation implementations. The 

multiresolution centered process for registering multimodal imageries by using MC structure is the efficient existing approach for 

image registration anywhere random solution aspirants are generated from a multidimensional solution space of possible 

geometric transformations at each of the repetition by using a sampling approach. The solution applicants generated are evaluated 

based on the Pearson type-VII error between the phase instants of the images to determine the solution candidate with the deepest 

error residual. Even the Monte Carlo approach is efficient, it has some drawbacks and it can be eliminated with this proposed 

Adaptive Monte Carlo approach. The experiments are performed on the real time medical images and the comparison of results 

illustrate that the proposed approach performs much better for monomodal brain images than the previous image registration 

techniques.   
 

Keywords: Adaptive Monte Carlo, Image registration, Monomodal, Multimodal, Pearson error, Phase, Wang Landau algorithm. 

 
INTRODUCTION 

 

Image registration is a ubiquitous involving medical 

imaging and many other purposes of image analysis 

including but not limited to geo-spatial imaging, satellite 

imaging, movie editing, archeology etc. In medical 

imaging, non-rigid registration is common in longitudinal 

studies such as in child development, ageing studies and 

also in comparisons between controls and pathologies to 

assess progress or remission of disease. There is a more 

volume of non-rigid registration procedures in sources, 

the most general approaches come in two varieties, those 

that assume brightness constancy in their cost task being 

optimized and others that use information theory-based 

cost functions that don't require the abovementioned 

restrictive assumption. The first type is applicable only to 

same modality data sets while the second can be applied 

to both mono and multimodal data sets. There are several 

applications wherein use of these data sets is desired e.g., 

image-guided neurosurgery where an MR (Magnetic 

Resonance) is used to locate the tumor region and a 

registered high-resolution CT is used for guidance. 

Another application that was present in cognitive studies 

where, MRI and fMRI registrations are sought. 

The multimodal image registration [1] is the emerging 

technique for the automated diagnosis system. The 

geometric arrangement or registration of multimodality 

images is a fundamental task in numerous applications in 

three-dimensional (3-D) medical image processing. 

Medical diagnosis, for instance, often benefits from the                            

complement of the information in images of different 

modalities. Quantity calculation is based on the 

computed tomography (CT) data in radiotherapy 

planning, while tumor outlining is often better performed 

in the corresponding magnetic resonance (MR) scan. For 

brain function analysis, MR images provide anatomical 

information while functional information may be 

obtained from positron emission tomography (PET) 

images, etc. Hence Multimodal image registration leads 

to complexities. 

Monomodal image registration is also a very difficult 

problem for several reasons. The same scene obtained by 

same imaging modalities at different time are represented 

by different intensity values making it very complicated 

to align images based on their intensity values. This 

disproportion in intensity mappings is further 

complicated by the presence of local image 

nonuniformities such as static field and RF 

nonhomogeneities for MRI [2], [3] and noise. In 

addition, such differences can result in local minima 

along the convergence plane if evaluated in a direct 

manner, thereby affecting the ability of iterative 

optimization techniques, for instance conjugate gradient 

[4] and Nelder–Mead simplex [5] to converge to the 

global optima. Lastly, solving the registration problem 

can be very computationally expensive, predominantly 

for large images. Therefore, monomodal image 

registration techniques that can address all of these issues 

are highly desired. 

In this paper, a monomodal non-rigid registration 

technique is developed from multimodalities with the use 
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of WL algorithm scheme. Nick Metropolis coined the 

name “Monte Carlo” which is the base algorithm for this 

WL method. The WL algorithm has been successfully 

applied to some complex sampling problems in physics 

firstly. The algorithm is closely related to multicanonical 

sampling, a method due to [6]. Briefly if  is the 

probability measure of interest, the idea behind 

multicanonical sampling is to obtain an importance 

sampling distribution by partitioning the state space 

along the energy function (−log (x)) and re-weighting 

appropriately each component of the partition so that the 

modified distribution * spends equal amount of time in 

each component, i.e., uniform in the energy space. The 

method is frequently criticized for the difficulty involved 

in computing the weights. The main contribution of the 

WL algorithm is to propose an efficient algorithm that 

simultaneously computes the balancing weights and 

samples from the re-weighted distribution. The main 

drive of using a Wang Landau Adaptive Monte Carlo 

(WLAMC) method for the determination of monomodal 

image registration is that it permits for efficient 

optimization while avoiding convergence issues under 

situations categorized by many local optima along the 

convergence plane and small cost gradients toward the 

global optima.  

The document is organized as follows. Introduction in 

Section I followed by Literature survey in image 

registration deliberated in Section II. The Monte Carlo 

procedures for image registration is defined in detail in 

Section III. The anticipated method is obtainable in 

Section IV. The experimental results are conferred in 

Section V. Finally, conclusions and future work is 

discussed in Section VI. 

 

II. LITERATURE REVIEW 

There are a lot of previous works available on the 

image registration. The most recent and maximum 

related works are presented below for better 

understanding of the discussing techniques. Among the 

most popular monomodal image registration techniques, 

mutual information and entropy-based methods [9]–[14] 

are found to be better performing. The underlying goal of 

entropy-based techniques is to minimize the joint 

intensity entropy among the images being registered. 

These methods take advantage of the fact that correctly 

registered images correspond to tightly packed joint 

distributions and the transformation with minimum joint 

intensity entropy should theoretically be the optimal 

alignment. The main advantage of this is that it allows 

images acquired, using different imaging modalities to be 

compared in a direct manner. Presently, entropy-based 

methods have been shown to be very efficient in 

monomodal registration too. 

Entropy-based methods face several drawbacks. 

Primarily, entropy-based methods [15] are typically 

under-constrained with respect to intensity relationships. 

As such, the convergence planes related with this 

techniques acquire high nonmonotonicity with many 

local optima. This is challenging since most methods 

make use of iterative optimization methods to solve for 

the optimal alignment between images, which rely on the 

monotonicity of the convergence plane. In addition, 

entropy-based methods need the computationally costly 

calculation of marginal and joint entropies. 

Feature-based methods are another set of image 

registration techniques [16]–[21]. In these techniques, the 

images are transformed into a common feature space 

proceeding to cost evaluation. Consequently, such 

methods attempt to find image correspondences in an 

indirect manner by finding correspondences among 

extracted features that exist in a common feature space. 

Intensity gradient information [16], [17], local frequency 

information [18]–[20], and shape properties [22] are the 

features used in these methods and there are several 

advantages in using this methods. First, since images are 

converted to a common feature space prior to 

comparison, objective functions that are more 

constrained than those used in entropy-based methods 

with respect to inter- image feature relationships can be 

used. As a result, the convergence planes related with 

feature-based methods typically have higher 

monotonicity with fewer local optima. Second, feature 

based techniques allow more computationally efficient 

objective functions, such as sum of squared distances and 

cross correlation to be employed. For this technique, 

proposed the functions [17] for possible translations and 

rotations on a pixel level. 

Feature-based methods faced several important 

drawbacks that need to be addressed. 1) While methods 

exist for performing objective function evaluation 

exhaustively on a pixel level for simple transformations, 

this type of exhaustive evaluation becomes intractable to 

perform on a subpixel level and/or more complex 

transformations due to high computational costs. 2) 

While the convergence plane for this method are 

generally more monotonic than entropy-based methods, 

whether the global optima corresponds to the optimal 

alignment depends heavily on the selection of 

appropriate features as well as objective functions.  

Correlation based measures [23], [24], [25] are the 

other image registration techniques found in the 

literature. Such techniques assume that the relationship 

between intensity values from the images being 
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registered can be represented as a function. The 

functional assumptions are often not true and are not 

easily customizable to handle scenarios with different 

intensity relationships [26] that are the considerable 

problem with these methods. 

All the previously presented image registration 

methods, encounter difficulties when faced with 

situations characterized by: 1) large misregistration’s; 

and 2) little to no initial region overlap between the 

images. Methods that make use of iterative optimization 

methods, such as gradient descent, conjugate gradient 

[7], Nelder–Mead simplex [8], Levenberg–Marquardt 

method, Powell’s method, and quadratic programming 

are often unable to converge under such situations due to 

local optima along the convergence plane and small cost 

gradients toward the global optima (i.e., moving toward 

the global optima yields little to no decrease in cost), 

even when multiresolution methods are used. The 

consequences of local minima on the convergence to the 

global optima by initializing local optimizations at 

multiple starting points is attempted to reduce by the 

Multistart methods. However, this can become 

computationally expensive for large search spaces where 

many local optimizations must be performed at different 

starting points and choosing such starting points can also 

be a challenging task. Methods that utilize exhaustive 

search over all possible transformations are able to avoid 

the issue of local optima along the convergence plane, 

but at the cost of high-computational complexity that is 

only tractable for simple transformations and pixel-level 

accuracy.  

Image registration using a MC scheme was presented 

in [1]. The method utilizes a sampling scheme to draw 

increasingly more plausible solution candidates from a 

multidimensional solution space. Solution candidate 

evaluation is performed based on the Pearson type-VII 

error between the phase moments of the images to 

determine the alignment between the multimodal images. 

The author mentioned that there are currently no methods 

that utilize the concept of MC method for the purpose of 

multimodal image registration. The key motivation of 

using this MC method for the purpose of image 

registration is that it allows for efficient optimization 

while avoiding convergence issues under situations 

characterized by many local optima along the 

convergence plane and small cost gradients toward the 

global optima. 

The goal of the proposed study is to introduce a 

feature-based image registration method that addresses 

image registrations and the convergence and 

computational complexity issues associated with large 

misregistration’s as well as situations where there is little 

to no initial region overlap between the images through 

the use of WLAMC scheme. 

 

III. THE MONTE-CARLO METHODOLOGIES 

3.1 The Existing Monte Carlo Methodology 

If two different images f and g acquired using different 

imaging modalities need to be registered, then the 

optimal transformation   ̂ that bring f and g into 

alignment can be formulated as an optimization problem. 

 ̂         
 

                                              (1)     

In the equation the   represents a point in image space 

and C is the objective function that estimates the 

dissimilarity between the images. The goal is to find a 

feasible solution from the solution space of possible 

geometric transformations that reduces the objective 

function based on this formulation. 

For finding the optimal solution many iterative 

optimization schemes have been suggested [7], [8]. 

Based on the assumption that the convergence plane is 

monotonic in nature such methods work. Though, this 

idea of monotonicity is often not the case, mostly for 

states considered by high-dimensional solution spaces. 

So, such methods often become trapped in local optima 

along the convergence plane. This issue is specifically 

problematic in conditions, where categorized by large 

misregistration’s and little region overlap between the 

images. In such cases, moving on the way to the global 

optima bring forth little to no decrease in cost, and hence, 

iterative methods would fail to discover the global 

optima in such cases. A technique to alleviate this 

problem is to weigh up all feasible solutions in the 

solution space. While methods exist to perform such 

exhaustive solution evaluation efficiently for low-

dimensional solution spaces on a pixel level [17], it is 

intractable to evaluate  ̂ in such a manner for high-

dimensional solution spaces or on a subpixel level from a 

computational view. For example, to profoundly weigh 

up solutions from the solution space of all possible 

integer 2-D translations and rotations for two 256 × 256 

images, the evaluation of over 23 million solution 

candidates would need. 

3.2 The Proposed Adaptive Monte Carlo Methodology 

To solve this problem, as an alternative engendering 

arbitrary solution candidate for  ̂ from the solution space 

of possible geometric transformations in an efficient 

manner, adaptive Monte Carlo scheme is used. An m-D 

random field is considered, where S represents the 

solution space of all possible geometric transformations 

as defined by m model parameters, T be a random 

variable in S, and p be an arbitrary probability density 

function on S. If n random solution candidates T1, . . . , 
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Tn based on p need to be taken, then the Monte Carlo 

estimate of  ̂ that can be given as equation 2. 

 ̂         
  {       }

                                     (2) 

The use of Adaptive Monte Carlo method for the 

purpose of image registration leads to numerous returns. 

First, it avoids the issues associated with local optima 

along the convergence plane faced by iterative 

optimization methods, since it does not rely on local cost 

gradients to guide it toward the global optima. Thus, such 

a method would not have need of manual initialization 

since the initial alignment of the images does not affect 

its ability to determine the global optima. Second, the use 

of Adaptive Monte Carlo techniques consents 

optimization problems that are infeasible to estimate 

exhaustively to be solved in an efficient method. The 

second problem may be complications involving high-

dimensional solution spaces. 

The problem with the Monte Carlo (MC) approach to 

image registration is that it causes too many solution 

candidates that are either infeasible or far from the 

desired global optima. This leads to an unnecessary 

increase in computational overhead from too many 

irrelevant solution candidates being evaluated. The 

reason that the conventional Monte Carlo method 

produces a lot of irrelevant solution candidates is that it 

generates solution candidates from the solution space 

based on an arbitrary probability density function p. 

Consequently, the probability density function used to 

generate the solution candidates may differ considerably 

from that of solution candidates that are more plausible 

to be the global optima. An effective technique for 

handling this issue of solution candidate irrelevancy is 

adaptive sampling, where the underlying concept is that 

random variables with greater impact on the estimate 

should be sampled more frequently. In an attempt to 

significantly reduce irrelevant solution candidates and 

improve computational performance p* is a sampling 

density function which is used to emphasize important 

regions in the solution space. 

Selection of sampling density function p* is the 

fundamental issue associated with adaptive sampling is 

the, which is critical to the computational performance of 

the Adaptive Monte Carlo method. The probability 

density that describes whether a given solution candidate 

is close to the desired solution is generally unknown, in 

the case of image registration. As such, it is very difficult 

to select a good sampling density for the image 

registration problem, particularly in situations where the 

solution exists in a high-dimensional solution space. To 

handle this problem an adaptive sampling scheme, where 

an initial sampling density is corrected and refined with 

each of the iteration to produce increasingly more 

plausible solution candidates for the optimal alignment. 

The adaptive sampling scheme is given as follows. Let T 

= (t1, t2, . . . , tn ) be a solution candidate in the n-

dimensional solution space of possible transformations 

for 2-D image alignment, where ti is the ith parameter of 

the transformation model, and t1 and t2 correspond to the 

translation along the x- and y-axis, respectively. First, an 

initial sampling density   
  is used to generate an initial 

set of random solution candidates   
      

 . The initial 

sampling density   
  is defined as follows: 
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 In the equations σ1 and σ2 are the base standard 

deviations of  p* for t1 and t2, respectively, m1 and m2 

represent the translation along the x- and y-axis, 

respectively that aligns the center of masses of f and g, 

and   
    and   

    represent the minimum and maximum 

allowable values for parameter ti . The objective function 

C is used to test each solution candidate to determine the 

solution  ̂    that minimizes the objective function from 

the set of solution candidates. The sampling density   
  is 

adaptively refined based on the cost gradient ΔCk 

between iteration k − 1 and k – 2 at each iteration k, and 

solution candidate  ̂    can be formulated as equation 6: 

In the equations σ1 and σ2 are the base standard 

deviations of  p* for t1 and t2, respectively, m1 and m2 

represent the translation along the x- and y-axis, 

respectively that aligns the center of masses of f and g, 

and   
    and   

    represent the minimum and maximum 

allowable values for parameter ti . The objective function 

C is used to test each solution candidate to determine the 

solution  ̂    that minimizes the objective function from 

the set of solution candidates. The sampling density   
  is 

adaptively refined based on the cost gradient ΔCk 

between iteration k − 1 and k – 2 at each iteration k, and 

solution candidate  ̂    can be formulated as equation 6: 
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     ̂ 
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In the equation σi  is the  base standard deviations of p* 

for ti and can be defined as follows: 

   
  
      

   

 
                                            (8) 

The ith parameter of  ̂    is  ̂ 
   , and ΔCk and ΔC2 

are the cost gradients at iterations k and 3 as defined as 

follows: 

                  ( ̂   )     ̂                                  (9) 

                 ( ̂ )     ̂                                       (10) 
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The mean and variance of sampling density p* are 

refined at each iteration which can be observed from 

equation (6) relative to the parameters of the optimal 

solution from the previous iteration  ̂    and the 

reduction in cost between the previous two iterations 

ΔCk . This adaptive sampling density estimation is based 

on the theory that as the algorithm converges to the 

global optima, the most plausible solutions for the 

optimization problem should be found in regions in the 

solution space that is increasingly closer to the previous 

best solution. Based on this assumption, Gaussian 

distribution model would be a good solution candidate 

distribution model where the sampling density of 

solution candidates is concentrated near the previous best 

solution, and steadily declines as moved away from the 

previous best solution.  

3.3 Solution Candidate Evaluation 

T generated by the adaptive sampling scheme for each 

solution candidate, it is necessary to test the solution 

candidate, with the use of an objective function C to 

determine the associated cost. Consequently, registration 

accuracy depends heavily on the objective function being 

used. To allow for well-constrained similarity evaluation 

between images acquired under different modalities, used 

an approach that each generated solution candidate is 

evaluated, using an objective function based on the 

Pearson type-VII [26] error between the phase moments 

of the images being registered. The solution candidate 

evaluation process can be described in the following 

manner. Upon initialization, the phase moments ρ 

associated with each point in f and g are calculated 

depends on the iterative estimation scheme which is in 

[28], which was shown to be highly robust to image 

nonuniformities and noise. Given an image f0, using the 

following expression taken from [29] the initial local 

phase coherence estimate P0 at orientation θ is obtained 

at iteration t = 0: 

 (   )  
∑  (   )⌊  (   )  (   )  ⌋ 

∑   (   )   
              (11) 

                              

|                        (12) 

From the equation W is the frequency-spread 

weighting factor (coherence across a wide frequency 

spread is weighted more than coherence across a narrow 

frequency spread),  ̅ is the weighted mean phase, T is a 

noise threshold, and ε is a small constant used to avoid 

division by zero. In [29] the parameters used during 

implementation were those described. 

At each iteration t, phase moments ρt are computed 

based on Pt−1 as follows: 
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 A new estimate of ft is then figured out based on a 

moment adaptive bilateral estimation scheme. In the 

equation 14 ψ is a local neighborhood around  , and the 

estimation weighting function w consists of a spatial 

weighting function ws , and an amplitudinal weighting 

function wa 

 (      ( ))    (      ( ))         ( )     

(15) 

  (      ( ))       ‖   ‖      ( )    ⁄⁄                    

(16) 

  (      ( ))       ‖         ‖      ( )    ⁄⁄
          

(17) 

The basis for estimating phase coherence Pt+1 during 

the next iteration is the estimated image ft. For f and g 

the iterative estimation scheme is performed to determine 

the phase moments ρf and ρg. In [28] the parameters used 

during implementation were described. 

The objective function is defined as the cumulative 

Pearson type-VII  error [27] between the phase moments 

ρf and ρg to evaluate the cost associated with solution 

candidate T. 

   ( ( )  ( ))  ∑           ( ( ))  

          ⁄           (18) 

It is highly robust to outlier which is the main 

advantage of using the Pearson type-VII error metric. 

Common methods for evaluating error, such as 

Manhattan and quadratic error metrics are highly 

sensitive to outliers. To demonstrate this, the influence of 

outliers on an error metric can be studied based on its 

derivative. For example, the derivative of the quadratic 

error metric e
2
 is 2e. The influence of outliers on 

quadratic error metric increases linearly and without 

bound. The derivative of the Pearson type-VII error 

metric ln((1 + e
2
)

1/2
), on the other hand, is e/(1 + e

2
). 

Consequently, the influence of outliers on Pearson type-

VII error is bounded. 

 

IV. PROPOSED WL ADAPTIVE MONTE 

CARLO APPROACH 

4.1 The WL Method 

In multicanonical sampling, a state space   is given 

and a probability measure  .   is then partitioned as 

    , where         and    is re-weighted in 

each component   . An conceptual way to do the same 
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and much more is the following. With              
       a finite family of measure spaces    here it is 

started ¸i is a  -finite measure. The union space   

    
    { } is introduced.   is equipped with the   

−algebra B generated by {(Ai, i), i   {1 . . . d},      } 

and the measure   satisfying   (A, i) =    (A) 1Bi (A). 

Let  : Xi  R be a nonnegative measurable function and 

define       ∫  
            ⁄ . 

In the equation   ∑ ∫   
            

   . It is 

assumed that      > 0 for all i = 1. . . d and consider the 

following probability measure on (    : 

         
     

     
1               (19) 

The main objective is to sample from    . The 

problem of sampling from such a distribution arises in a 

number of different Monte Carlo strategies. For an 

example and as explained before, if    is a probability 

measure of interest on some space ( , B,  ), X can be 

partitioned along the energy function −log( ) and re-

weight   by   (Xi) in each component Xi. The sampling 

problem then becomes of the form (1).  

Sampling from (19) also arises naturally when 

optimizing the simulated tempering algorithm. The states 

space X is not partitioned in simulated tempering but, 

instead, some auxiliary distributions  2. . .  d are 

introduced (take  1 =  ). These distributions are chosen 

close to   but easier to sample from. For good 

performances, one typically imposes that all the 

distributions have the same weight. Taking each of the 

probability space (X, B,  i) as a component in the 

formalism above leads to a sampling problem of the form 

(1). Multicanonical sampling and simulated tempering 

have been combined in [31] giving an algorithm which 

can also be framed as (19). Sampling from (1) can also 

be an efficient approach to improve on trans-dimensional 

Markov Chain Monte Carlo (MCMC) samplers for 

Bayesian inference with model uncertainty. 

The major obstacle in sampling from π* is that the 

normalizing constants θ* are not known. The 

contribution of the Wang-Landau algorithm [30] is an 

efficient algorithm that simultaneously estimates θ* and 

sample from π*. In a discrete setting the algorithm was 

introduced with the π* being uniform in i. In this work 

the algorithm is used to overcome the problem in the 

Monte Carlo approach of image registration. To carry on 

the discussion in the general framework, the family of 

probability measures introduced             } on (X, 

B, λ) is defined by: 

         
     

    
1                            (20) 

It is assumed that for all         , a transition 

kernel    present at the disposal on (X, B) with invariant 

distribution   . Note that    and    remain unchanged if 

the vector   by a positive constant is changed. How to 

build such Markov chain    typically depends on the 

particular instance of the algorithm.  

The structure of the WL algorithm is as follows. It is 

started with some initial value (X0, I0)   X,           

and set            ∑          
   ⁄        Here 

   serves as an initial guess of   . At iteration n+1, (Xn+1, 

In+1) is generated by sampling from P  n (Xn, In; ·) and 

update  n to  n+1, which is used to form   

n+1(i)=  n+1(i)/∑          The updating rule for  n is 

fairly simple. For i  {1 . . . d}, if Xn+1   Xi (equivalently, 

if In+1 = i), then  n+1(i) =  n (i) (1 +  ) for some   > 0; 

otherwise  n+1(i) =  n(i). This lead to the WL algorithm 

presented below. 

The Wang-Landau algorithm 

Let {  n} be a sequence of decreasing positive 

numbers. Let (X0, I0)   X be given. Let     R
d
 be such 

that        > 0 and set            ∑       ⁄    

       At some time n   0, given (Xn, In)   X,  n   

R
d
,  n    Rd

: 

(i) Sample (Xn+1, In+1)   P n (Xn, In; ·). 

(ii) For i = 1...d, set  n+1(i) =  n(I (1+  n1{In+1=i}) 

and n+1(i) =  n+1(i)/ ∑           

It remains to choose the sequence {  n}. As shown 

below, { n} as defined by Algorithm is a stochastic 

approximation process driven by {(Xn, In)}. The general 

guidelines in the literature to choose {  n} are:  n > 0, 

∑     and ∑         for some   > 0, often    = 

1. The typical choice is       . In practice, more 

careful choices are often necessary for good 

performances. To the best of knowledge, there is no 

general, satisfactory way of choosing the step-size in 

stochastic approximation. Interestingly, Wang-Landau 

came up with a clever, adaptive way of choosing { n} 

which works very well in practice.  

Let vn,k(i) denote the proportion of visits to Xi × {i} 

between times n + 1 and k. That is, vk,n(i) = 0 for k   n 

and for k   n + 1, vn,k (i) = 
 

   
∑  {    } 

     . Let c   

(0, 1) be a parameter to be specified by the user. Two 

additional random sequences { kn} and {an} are 

introduced. Initially, k0 = 0. For n  1, define 

      {               |     
    

 

 
|  

 

 
}           

(21) 

with the usual convention that inf    =   . Another 

sequence is needed {  n} of positive decreasing numbers, 

representing “stepsizes”. Then, {an} represents the index 

of the element of the sequence {  n} used at time n: a0 = 

0, if k = kj for some j    1, then ak = ak−1 + 1 otherwise ak 

= ak−1. In other words, start the algorithm with a step-size 

equal to  0 and continue using it until time k1 when all 
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the components are visited equally well. Only then the 

step-size is changed to  1 and keep it constant until time 

k2 etc. 

The algorithm presented above is used for the 

proposed image registration method. The problems 

associated with the previous approach Monte Carlo is 

completely eliminated using the proposed image 

registration method. 

 

V. EXPERIMENTAL RESULTS 

A series of experiments is performed using medical 

images. The tests are performed using different images of 

different sizes. A set of CT and magnetic resonance 

(MR) medical images that represent the head of the same 

patient is considered. The original size of these images is 

given as pixels. In order to eliminate the background 

parts and the head outline, the original images are 

cropped, creating sub-images of different dimension 

pixels.  

In probability theory and information theory, Mutual 

Information (sometimes known as transinformation) 

between two discrete random variables is termed as the 

amount of information shared between the two random 

variables. It is a dimensionless quantity measured in units 

of bits and can be the reduction in uncertainty. High 

Mutual information (MI) points outs a large reduction in 

uncertainty; low MI indicates a small reduction; and zero 

MI between two random variables means the variables 

are independent.  

      ∑ ∑            
      

          
               (22) 

• X and Y - Two discrete random variables. 

• p(x,y) - Joint probability distribution function of 

X and Y.  

• p1(x) and p2(y) - Marginal probability 

distribution   functions of X and Y 

respectively. 

The Correlation Coefficient (CC) is from statistics, is a 

measure of how well the predicted values from a forecast 

model “fit” with the real-life-data. If there is no 

relationship among the predicted values and actual values 

the CC is very low. As the strength of the relationship 

among the predicted values and actual values increases, 

so does the CC. Thus higher the CC the better is the CC. 

The formula to compute CC is equation  23. 
        

 
∑ ∑    

           
        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅   

                                   
        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅   

√∑ ∑    
           

        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  ∑ ∑   
                                     

        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅    

 

      (23) 

  
   ,    

    Two new images that differ from each other 

by rotation and translation only. 

t, s  Shifting parameters between the two images. 

 Rotation angle. 

  
        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅,   

        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ Average structure value of the 

pixels in the overlapping parts of images   
         , 

  
          respectively. 

 

The input MRI – T2 Sagittal image of size 37kB with 

resolution of  400 x 419 pixels given for experimentation 

is presented in Figure 1.  

    

(a) Translation 

     

(b) Rotation 

     

(c) Scaling 

Figure 1. Images used for experimentation 

The Mutual Information and Correlation Coefficient 

executions for the two approaches are specified in Table 

I. The outcomes obviously show that the MI & CC 

values for the purported WL Monte Carlo method is 

immense than the current method that displays the 

reliance among the CT and MRI image as input is high. 

This demonstrates that the approach put forward turn out 

image registration with better outcome. The attained MI 

and CC values are plotted in graph for the assessment of 

the two methods that is shown in Figure 2.  

The outcomes obviously prove that the MI & CC 

values for the projected WL Adaptive Monte Carlo 

method is superior than the prevailing method that 

conclude that the insinuated Adaptive Monte Carlo 

Image Registration (AMCIR) approach accomplishes 

better outcomes than the current Monte Carlo Image 

Registration (MCIR) approach. 
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TABLE I 

MUTUAL INFORMATION (MI) AND CORRELATION 

COEFFICIENT (CC)OF WLMCIR AND WLAMCIR 

 
 

 

 
 

Figure 2. Comparisons of the MI & CC values for 

the two approaches- WL-MC & WL-AMC 

Approaches 

The result illustrates that the anticipated method has 

the better efficiency than the present Monte Carlo 

method of Image registration. 

                              

VI. CONCLUSIONS AND FUTURE WORK 

In this paper, a new method for registering images from 

same imaging modalities is put forward, using a Wang-

Landau Adaptive Monte Carlo scheme. It is an extension 

with the Monte Carle method that can be efficiently 

utilized for the image registration. A sampling scheme is 

used for generating reasonable solution candidates from 

the solution space of possible transformations. The 

objective function for solution candidate evaluation was 

deployed, based on the Pearson type-VII error between 

the phase moments of the images being registered. The 

suggested WLAMC method produces better result than 

the earlier approach with the very high MI and CC value. 

Experimental results for the MRI medical image 

registration produce high registration accuracy. Since the 

approach produces result with maximum accuracy the 

system can be extended for the 3D image registration 

approach in future. 
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Abstract:-- Information and Communication Technology (ICT) in education is that the mode of education that use information and 

engineering to support, enhance, and optimise the delivery of data. Worldwide analysis has shown that ICT will result in associate 

degree improved student learning and higher Quality teaching ways. 

ICT covers any product that may store, retrieve, manipulate, transmit or receive data electronically in an exceedingly digital type. 

for instance, personal computers, digital tv, email, robots. Therefore ICT thinks about with the storage, retrieval, manipulation, 

transmission or receipt of digital information. 

In today’s world the communication is so speed that every information is obtained at the accurate levels with no time. The good 

things with the ICT is connecting the world and learning together. The platform that is created with the ICT is independent and 

diverse. The benefits of the ICT stay ideal in delivering the information reaching the millions in less time. Exclusively relying on the 

technology completely leads to the adverse effects on the Human values and quality of information exchange.  The ICT impact on 

the today’s education systems is extensively improved the performance of the learners. Making the learners completely depend on 

the latest technology The advantages of ICT includes anywhere any time, improves standards, usage of Limited resources, versatile 

and reliable information interchange. The Speed, time , Performance  and money could be saved as  it is much quicker to transfer 

the  information around. Remarkable disadvantages would include difficulty in analysing the Reliable and Un reliable resources, 

Privacy cannot be maintained, can be easily cheated. In spite of the drawbacks the ICT expansion is creating the room 

Technological Development in the field of the Modern Education System.  The Modern education system is digitalized and 

resulting in tremendous changeovers proving better results in the performance of the learners. 
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Abstract:-- Although the marketing department is an emerging platform that can help organizations handle uncertainties. The 

concept of agility is underexplored in the marketing literature. Little is known about the ability of marketing to become agile and 

under what conditions agility can lead to better market performance. This study examines whether and how marketing team usage 

is positively associated with team performance. Firstly, the study tries to find that agility importance to marketing team 

performance when key employees have marketing knowledge, employee experience and sharing information. Secondly, we are 

trying to show that creativity and organization planning is the main decision-making drivers of agility in marketing team 

performance. In this qualitative research study was conducted using the data of seventeen face to face interviews with 

pharmaceutical marketing managers and experts in Hyderabad City, India. And also we are creating a great platform for future 

research towards agility in the marketing field. 

 

Keywords: Marketing team, Sharing information, Employee experiences, Marketing knowledge, Agility conditions. 

 



 


