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Editorial: 

We cordially invite you to attend the 2nd International Conference on Science Technology 

and Management (ICSTM -22) on 24th–25th February, 2022.The main objective of ICSTM -

22 is to provide a platform for researchers, students, academicians as well as industrial 

professionals from all over the world to present their research results and development 

activities in Science Technology and Management. This conference will provide opportunities 

for the delegates to exchange new ideas and experience face to face, to establish business or 

research relationship and to find global partners for future collaboration. 

These proceedings collect the up-to-date, comprehensive and worldwide state-of-art 

knowledge on cutting edge development of academia as well as industries. All accepted 

papers were subjected to strict peer-reviewing by a panel of expert referees. The papers have 

been selected for these proceedings because of their quality and the relevance to the 

conference. We hope these proceedings will not only provide the readers a broad overview of 

the latest research results but also will provide the readers a valuable summary and 

reference in these fields. 

The conference is supported by many universities, research institutes and colleges. Many 

professors played an important role in the successful holding of the conference, so we would 

like to take this opportunity to express our sincere gratitude and highest respects to them. 

They have worked very hard in reviewing papers and making valuable suggestions for the 

authors to improve their work. We also would like to express our gratitude to the external 

reviewers, for providing extra help in there view process, and to the authors for contributing 

their research result to the conference. 

Since December 2021, the Organizing Committees have received more than 80 manuscript 

papers, and the papers cover all the aspects in Science Technology and Management. Finally, 

after review, about 22 papers were included to the proceedings of ICSTM -22. 

We would like to extend our appreciation to all participants in the conference for their great 

contribution to the success of ICSTM-22 We would like to thank the keynote and individual 

speakers and all participating authors for their hard work and time. We also sincerely 

appreciate the work by the technical program committee and all reviewers, whose 

contributions made this conference possible. We would like to extend our thanks to all the 

referees for their constructive comments on all papers; especially, we would like to thank to 

organizing committee for their hard work. 
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Prof. Mudawi Mukhtar Elmusharaf 
Professor, 

The National Ribat University, 

Khartoum, Sudan 

Message 

 
It is my honor and pleasure to welcome all the participants to the 2nd 

International Conference on Science Technology and Management 

(ICSTM-22) scheduled to take place on the 24th & 25th of February 2022 in 

Bangkok, Thailand organized by Institute For Engineering Research and 

Publication (IFERP). 

This two-day conference is expected to become one of the most important 

International events to bring out the latest trends in Multidisciplinary 

research and offer participants to interact with industry experts on the recent 

challenges in scientific research. 

We hope that the 2nd International Conference on Science Technology and 

Management (ICSTM-22) will provide you with state-of-the art and the 

opportunity to discuss various scientific issues and challenges with 

multidisciplinary aspects. 

Welcome and greetings extend to those from different countries and 

nationalities who will attend this important scientific event.  

Looking forward to seeing you in this important event. 

 

 

 

 

  



 

 
 

 

Dr. Chanthiran Veerasamy 
Group CEO 

Nexus Ace Sdn Bhd, Malaysia. 

HR Ace Solutions, Malaysia. 

 

Message 

 
It is a great honor for me to deliver, on behalf of Nexus Ace Sdn Bhd, a 

keynote speaker at this conference. I would like to first congratulate the 

Institute for Engineering Research and Publication (IFERP) in particular 

its organizing committee for the excellent arrangements for this 2nd  

International Conference on Science Technology and Management 

(ICSTM-22) despite the current challenges which is scheduled to take place 

on the 24th and 25th of February, 2022 in the Stunning city of Bangkok 

organized by Institute for Engineering Research and Publication (IFERP). 

According to McKinsey talent experts Bryan Hancock and Bill Schaninger, 

COVID-19 added a new set of employee demands, such as juggling work and 

children at a period when school doors close abruptly, and dealing with the 

24/7 aspect of working from home. These obligations also create additional 

challenges for CEOs and other leaders as they try to help overloaded 

workforces. This has profoundly shaken all organizations, creating a complex 

and challenging environment especially for managers and human resource 

management (HRM) practitioners who must devise innovative solutions to 

ensure the continuity of their businesses and assist their employees in 

dealing with this extraordinary crisis. I will be sharing more of these dynamic 

issues in the current working environment and how huge and small 

companies are changing their workflow process and adopting remote work 

strategies to maintain their competitiveness in the business fraternity. 

 Thank you very much for your kind attention and I hope the 

 2nd  International Conference on Science Technology and Management 

(ICSTM-22) will be a great success. Thank you. 
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Top Technological Trends in Fintech and Their 

Impact on the Financial Sector 

 
Prof. Dr. Yoser Gadhoum   

Institute of Strategic Studies on Governance, Former Dean of Research and Graduate Studies1, Prince Mohamad Bin Fahd 

University (PMU), KSA 

 

Abstract 

Fintech describes the technologies that seek to enhance and automate the delivery of financial services in the finance 

industry. At its core, fintech is used to help the financial sector better manage its financial procedures and operations by 

leveraging the specialized algorithms and software used in smartphones and computers. With the constant rise in 

technological innovations every year, the fintech industry has become the fastest-growing industry in the world. During the 

coronavirus in 2020, the digital transformation went to new heights as people shifted towards easier options that meet their 

financial needs. Fintech apps have helped improve customers’ access to financial services at their comfort, but their demand 

is not yet over and continues to increase, further welcoming new technology trends that help to shape the industry. With 

many people moving towards digital solutions to manage their financial needs, stiff competition among financial institutions 

is expected to increase. Furthermore, banks and other financial institutions are adopting new ways to improve their banking 

experience. As a result, they have had to jump on the latest fintech trend to help them sustain a competitive advantage. The 

paper addresses major fintech trends, including Artificial Intelligence, blockchain, and partnerships, their benefits, and their 

impact on the finance industry. 

 

Keywords 

Fintech, Artificial Intelligence, Blockchain, Biometrics, Crypto market, Voice Banking 

 

INTRODUCTION 

Money has always been people’s major priority, and since it 

is an important medium of exchange, individuals always have 

been skeptical about trusting others (banks) to provide safety 

for their money. Currently, almost two billion people 

worldwide do not have access to a bank account (Thinks 

Mobility 2021). However, financial services in 2020 were 

characterized by a sudden acceleration in “digital 

engagement” and digitization influenced by the effects of the 

coronavirus pandemic (Rowe 2021). Exchanges halted their 

trading floors and relied on remote trading to meet 

government movement restrictions and work from home 

measures. Personal trading apps recorded high transaction 

volumes, mobile banking transactions increased, and call 

center employees kept clients’ support active by working 

from their homes, as directed by various governments 

worldwide. It was clear that financial institutions were 

required to modernize their architecture and systems to 

satisfy the rising consumer demands and increase data 

volume. Even when the financial sector was able to withstand 

the “digital tsunami” and continue with its operations, it 

became apparent that the “winds of change” were not 

temporary (Rowe 2021). Financial institutions have started 

thinking strategically about their technological situation and 

inquiring whether the tools they used previously are the most 

effective ones to implement going forward. Majority of the 

companies in the banking and finance industry have already 

spent most of their times digitizing core services and products 

to future proof their firms by improving their digital 

presence. This paper will analyze the technological trends  

 

that are likely to dominate the fintech industry as well as their 

impacts. 

 

1. Artificial intelligence 

In 2016, “AlphaGo,” a machine, defeated Lee Sedol, the 

18-time (eighteen-time) global champion at  the game of Go. 

Since then, artificial intelligence (AI) technologies have 

progressed more, and their transformative nature has been 

witnessed across various industries (Biswas et al 2021.). 

Artificial intelligence is defined as an intelligent system 

developed to use and assess data and involve the performance 

of specific tasks minus the need for programming (Mhlanga 

2020). AI-powered machines play a key role in targeted 

marketing, designing clothing lines, and surpassing 

experienced physicians in cancer detection. McKinsey 

estimates that AI technologies have the potential of 

delivering up to $1 trillion in extra value every year (Biswas 

et al.2021). However, many banking institutions have found 

it difficult to scale AI technologies across their operations 

because of fragmented data sets, unclear strategies for AI, 

outdated operating models, and investment-starved 

technology cores. To compete successfully and prosper 

following the coronavirus pandemic, incumbent banks now 

need to adopt AI technologies as the basis for unique 

customer experiences and new value propositions. The 

technologies can result in higher automation in the banking 

system, improving human decision-making capabilities in 

terms of accuracy and speed. Figure 1 displays some of the 

ways banking institutions are using AI to improve their 

operations. 
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Artificial intelligence technologies can aid to increase 

revenues through improved personalization of customer 

services. Combining relevant information such as customer’s 

financial status, consumption preferences, behavior patterns, 

and financial status, AI can help realize the accurate position 

of client’s needs, develop customer portraits, and predict 

customer needs (Li et al. 2021). AI will help decrease costs 

through competencies generated by automation, decrease 

error rates, and uncover new unrealized opportunities. More 

broadly, disruptive artificial intelligence technologies can 

significantly enhance the bank’s ability to attain important 

outcomes: unique omnichannel experiences, at-scale 

personalization, rapid innovation cycles, and higher profits 

(Biswas et al 2021.). Financial institutions that fail to 

implement AI technology to their core operations and 

strategy will risk losing their competitive advantage and lose 

customers to the competition. 

 

According to a report by Gartner, in 2019, 40% of major 

companies were expected to adopt AI technologies by 2020, 

and more than half of the companies that had implemented 

the AI solutions would double them by 2020 (Gartner 2021). 

While the coronavirus pandemic impacted these estimations, 

it is clear that Artificial Intelligence is now an important 

“player” in the finance industry. Already, AI is being used by 

some companies in the finance industry, and the technology 

has transformed the industry in the following ways: 

 

1.1 Personalized banking 

Many people believe that the banking industry was falling 

behind other industries when it came to customer service and 

satisfaction. The days of “face-to-face transactions” are long 

gone, as customers are relying on digital platforms for banks 

on customer support, and the banking industry is finally 

catching up. Chatbots and live chat technologies have 

become the primary contact point for clients seeking 

customer support (NEC 2021). Advanced chatbots integrated 

with “deep learning” abilities have enabled them to learn and 

improve customer service through customer conversations. 

One bank in Singapore, OCBC, partnered with Google to 

launch the first-ever AI-powered voice banking could 

converse with customers on a number of banking services, 

including calculating mortgage loans, foreign exchange rates, 

and unit trust prices (Nikolova 2018). Furthermore, many 

banks have been able to provide personalized financial 

guidance through mobile apps. These AI-powered 

applications can help manage expenses, spending behavior 

and income, and financial strategies and propositions. Mobile 

banking applications can also remind customers to 

conveniently pay bills, complete transactions, and interrelate 

with their respective financial institutions.  

 

1.2 Fraud prevention 

Digital transactions have increased significantly in recent 

years, necessitating appropriate fraud detection tools to 

safeguard sensitive financial data. According to a report by 

IBM 2021, 72% of influential business leaders believe that 

fraud has been a major concern for the 12 months. Artificial 

intelligence can be used to examine a huge number of 

transactions to uncover fraud trends that can be used to detect 

fraud in real-time. When fraud is detected, AI models are 

then used to flag or reject transactions for further 

investigation. Improved fraud detection and prevention offers 

an opportunity for financial service institutions providing 

virtual payment options and credits cards to use Artificial 

Intelligence-powered algorithms to detect stolen cards 

activities (Lappetito 2021). 

 

1.3 Reliable risk management 

AI plays an important role in managing risk efficiently. Its 

algorithms can be used in risk assessments to examine a case 

history and determine any probable issues. This involves 

adopting “machine learning” to develop models that allow 

financial professionals to follow certain tendencies and 

notice potential risks (NEC 2021). Risk assessment in 

accounting is a complex issue that, even with experts, manual 

errors are still prone to happen. Strict protocols usually 

govern financial institutions, and guaranteeing compliance 

when dealing with securities, debt, and insurance can be 

difficult. In such instances, AI can be employed to improve 

risk assessments by introducing “systemized” models that 

decrease manual error (Figure 1). 

 

 

 
Fig 1: Banks using AI to improve operations (Biswas et 

al.) 

 

2. BlockChain 

Blockchain is a concept that has garnered significant 

attraction in “financial technology” (fintech 2021). This 

concept combines various computer technologies, including 

point-to-point transmission, distributed data storage, 

encryption algorithms, and consensus mechanisms (Guo and 

Liang 2016). Blockchain technology has also been described 

as a “disruptive innovation” that resulted from the 

advancement in the internet. However, since blockchain has 

been a breakthrough in information transmission and data 

storage, it is expected to transform the current economy and 

finance operating models, resulting in new technological 

innovations in the fintech industry (Guo and Liang 2016). 

Blockchain attracts attention, since it is a core technology for 

cryptocurrencies such as bitcoin and is perceived as the new 

basis for transactions in the world. It is an uninterrupted 

account database that is distributed and unchangeable (Chang 

et al. 2020). The most important advantage of blockchain is a 

“decentralized system” with a long security chain that cannot 

be altered or broken. Therefore, the blockchain provides the 

following benefits: removing third parties who facilitate 

transactions, reducing trading costs, and decreasing 

transaction time. Given the promise of such technology, 
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many financial institutions are investing in blockchain 

solutions because they have a huge opportunity to 

disintermediate key services that financial institutions 

provide, including facilitating payments and loans and credit. 

 

2.1 Facilitating payments 

Blockchain technology guarantees to facilitate fast and 

low-cost global payment process services through its secure 

distributed ledgers that eliminate intermediaries (Faden 

2021). Sending a global payment through normal banking 

methods is often a sophisticated and expensive process 

involving many third parties. For instance, if Firm 1 in France 

wants to pay Firm 2 in the United States, Firm 1 asks its 

France bank to send an overseas payment. The France bank 

allies with a correspondent bank in the USA to facilitate the 

payment, and then the money is transferred to Firm 2’s bank 

account. Every step in this process necessitates time and 

more money to be completed, establishing a frustrating and 

overpriced bottleneck. Blockchain solves this problem by 

restructuring the process of sending money and storing each 

transaction in a safe “distributed ledger”. When a transaction 

is logged, the recipient immediately gets access to the money 

without delays and fines. In addition, once payment is made, 

it cannot be altered in the distributed ledger or reversed, 

fostering a sense of security and accountability. The best 

examples of blockchain technologies are cryptocurrencies 

such as ether and bitcoin, developed on public blockchains 

where anybody can send and receive money. These public 

blockchains eliminate the need for third parties such as banks 

to verify transactions and provide the customer with cheap 

and fast borderless payments (CB Insights 2021). For 

instance, Bitpesa is a company in East Africa that uses 

blockchain technology to facilitate payments in Uganda, 

Nigeria, and Kenya, eliminating more than 90% of transfer 

fees in East Africa. 

 

2.2 Loans and credits 

Blockchain technology plays an important role in assessing 

credit risk in customers (borrowers) (Kumar 2021). When 

customers fill out an application for a loan at a bank, the bank 

has to assess the risk that the customer would not payback. 

They accomplish this by assessing factors such as the “credit 

score, homeownership status, and debt-to-income ratio” 

(Kumar 2021). Based on this information, lending 

institutions risk a default into interest and fees collected on 

loans. This system is harsh to customers, as it can have 

“material error” in people’s credit scores affect their ability to 

apply for loans. Therefore, blockchain technology could 

provide a cheap and efficient way of making personal loans 

easy to access. Through a decentralized ledger, banks could 

easily provide and approve loans depending on a global 

score. One company that uses blockchain technology to 

provide loans and credit is SALT Lending. It provides a 

platform where its users can request a loan by using 

cryptocurrency or a digital asset as collateral (Frankfield). 

Loans are approved depending on the collateral’s value and 

not the customer’s credit score. As seen in Figure 2, the 

Bloom protocol based on blockchain technology issues a 

credit card and loans depending on a track record of 

“successful identity attestation” without the need for third 

parties (CB Insights 2021). 

 

 

 
Fig 2: Bloom Protocol (CB Insights) 

 

3. Bank and fintech collaboration is becoming 

mainstream 

The relationship between banks and fintech has evolved for 

several years, with the recent focus being on partnerships and 

collaboration (Fintech Talents 2021). Although partnerships 

between banks and fintech have not been easy, many have 

learned from previous experiences and positioned themselves 

to collaborate and partner. During the coronavirus pandemic, 

almost every industry had to pivot in different ways so as to 

adapt to the challenges brought by the pandemic. Financial 

institutions were most affected by people shopping, banking, 

and working from home because of social distancing. The 

global pandemic had increased the shift to digital payment 

and commerce, in some cases substituting the merchant and 

the retail experience altogether. This is because fintech 

businesses had to function and work in different stages of 

lockdown while meeting customers’ financial needs. As a 

result, banks and fintech needed pivots (partnerships) to 

survive the tough economic situations during the coronavirus 

pandemic. A bank-fintech partnership is an arrangement 

whereby a fintech company provides loan servicing, 

administration, or other services to enable the bank to provide 

tech-enabled banking services and products (Holzel and 

Stern 2021). 

 

Multiple global developments have created a clear need for 

forming partnerships (van der Kroft 2021). Fintech 

companies corporated with banks mainly because of the 

following reasons: (1) banks have a stable and well-defined 

customer base; (2) forming a partnership with a bank is a sign 

of credibility; (3) banks usually have bigger investment 

budgets that could be used in developing fintech services, and 

(4) banks tend to possess a lot of knowledge in areas such as 

regulatory and legal compliance that fintech companies can 

benefit from. On the other hand, the key driver for banks to 

partner with fintech companies are that customers are used to 

seamless digital experience and expect their banks to provide 

digital services. In addition, because of the emergence of 

one-stop shops, fintech firms have shifted from being single 

service providers to offer a broad range of services. The 
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benefits that have emerged from the partnerships between 

banks and Fintech include: 

 

i. Building up a brand reputation: If either the bank 

or the Fintech Company has an excellent reputation, 

it is likely that the reputation can be passed down to 

the other partner when the two companies come 

together (Raspa 2021). For instance, if a bank is 

known to have excellent customer satisfaction, it is 

likely that these reputation would be passed down to 

its Fintech partner. 

ii. Offering more features to clients: The partnership 

formed between a bank and a fintech company 

enables the bank to provide to its customers’ 

important functions and features such as mobile 

check deposits and money management tools, which 

it could not provide,  

iii. Increased ease-of-use: When a bank partners with a 

fintech firm, it benefits from the firm’s 

technological prowess and starts providing 

consumers with programs that are easy to use.  

iv. Broadened consumer base: Through a partnership, 

both a fintech company and the bank can access 

each other’s existing user base, enabling them to 

expand their market shares to reach new customers. 

v. Reduce costs: Banks will spend less when working 

with fintech companies and leveraging their 

technological capacities, unlike finding ways to 

enhance their services on their own. 

vi. Ability to scale quickly: Partnerships formed 

between banks and fintech firms can easily be scaled 

depending on the consumer requirements. If the 

partnership is successful, the two companies can 

find more ways to add more features or services 

while improving their relationship. 

 

4. Google Cloud for Financial Services 

Like any sector, financial institutions face several challenges 

like managing risk, providing great customer experiences, 

and striving for profitability and growth (Shaukat 2021). 

However, they also struggle with changing market forces and 

regulations. As a result, a number of financial institutions 

have turned to the cloud for their services. Historically, 

financial institutions were reluctant to turn to the cloud 

because of compliance and security concerns. However, the 

coronavirus pandemic and changing consumer expectations 

forced the financial industry to rethink its business models. 

Currently, many financial services companies that were shy 

to move to “the cloud” have become “cloud champions” after 

realizing the prospects of cloud computing in terms of 

security and compliance, and scalability. Financial 

institutions worldwide are now choosing “Google Cloud 

Platform 2021” to manage their business operations, 

guaranteeing resilience and success in the post-pandemic 

world (Lehman 2021). The following are some of the ways 

Google cloud is transforming the financial sector. 

 

4.1 Faster insights 

Financial institutions handle and store a huge amount of data, 

including user data and other unstructured data collected 

from the internet (Lehman 2021). The major impact of the 

Google cloud platform in the financial industry is when 

companies can access the correct information whenever they 

need it and act intelligently on the information. Google cloud 

helps financial institutions safely retrieve and store their data 

that was previously scattered across various systems. This 

helps financial companies enhance their overall user 

experience and, at times, create new products quickly. 

Financial companies are looking for ways to decrease 

expenses and grow their revenue, and data could be a key 

ingredient to achieving this goal. As daily transactions keep 

rising, so does the volume of data. To implement new user 

experience innovations, financial institutions are required to 

store user data effectively. For instance, AXA Switzerland 

uses real-time Google Analytics to better insight into 

customer preferences to tailor their needs effectively. 

 

4.2 Compliance and regulatory needs 

Financial services focus on compliance and security, 

regulations, and risk and fraud detection since they are highly 

regulated. Google Cloud offers a secure foundation that 

financial institutions can verify as well as an independent 

control. The technology decreases data loss and security risks 

since it is developed on a complex zero-trust architecture 

(Google Cloud 2021). Furthermore, within the Google Cloud 

platform, more than 750 full-time security professionals 

work on the platform applying various security practices, 

ranging from audit trails to physical data access. These 

security features are needed to meet the best compliance and 

practice certificates audits that are important in the financial 

service, making “Google Cloud 2021” a secure platform. 

 

4.3 Customer support services 

In the financial sector, downtime can result in millions of 

dollars in losses, even if the downtime lasts for a minute. 

Google Cloud provides “Mission Critical Services,” a unique 

consultative service for premium support customers who 

handle peak traffic loads. This service is a consultative 

offering that helps financial institutions solve any issue with 

their traffic as soon as possible to avoid any losses (Condon 

2021). 

 

5. Robotic process automation (RPA) 

Robotic process automation (RPA) is used in the financial 

sector to automate the manual business functions in financial 

institutions to remain competitive in today’s dynamic 

business environment. Retiwalla 2021 defines RPA in 

banking institutions as using Artificial Intelligence and 

robots to replace manual human functions in banking. The 

rise of cryptocurrency, digital banking solutions, and mobile 

payments forced major bank institutions to adopt new 

technologies so as to provide a better customer experience 

and sustain their competitive advantage. The financial sector 

jobs involve analyzing huge amounts of data, handling 

repetitive tasks, and ensuring compliance, making RPA and 

financial institutions a perfect match. Automation in financial 

institutions is when a company uses software to decrease or 

eradicate manual functions in financial-related processes 

such as payroll, journal entries, accounts reconciliation, and 

expense management.  
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A good example where RPA can be effective in finance and 

accounting is when filling property tax returns. Property tax 

returns involve hundreds or thousands of forms that would 

make them difficult to complete. However, through 

automation, filing for property tax returns would be much 

easier since the software is able to retrieve and fill relevant 

data. As a result, the bank is able to save time and costs by 

automating the process of filing returns. With several 

repetitive and mundane tasks solved through automation, 

RPA has a profound impact on the financial sector in 

allocating scarce resources efficiently, decreasing costs, 

improving customer experience, and transforming some 

banking processes (International Banker 2021). Some of the 

banking processes that RPA would transform in the financial 

sector include: 

 

5.1 Mortgage lending 

Currently, mortgage lending is a time-consuming one 

requiring the need for automation (Kaur 2021). Loan 

borrowers must send several documents electronically to the 

bank offices, which the lending department then verifies. The 

verification process involved several repetitive functions, 

such as assessing and confirming data accuracy from identity 

to assets. Through capabilities such as screen scraping rules 

application and optical character recognition, RPA is able to 

perform the review and verification process effectively. In 

addition, the RPA can alert borrowers on the state of their 

application process without the need to visit the bank offices 

frequently. RPA will enable the bank’s lending team to focus 

on handling exceptions, especially when documents are 

forged or of poor quality. Human intervention is then used to 

provide the quality assurance needed to approve the whole 

process 

 

5.2 Efficient allocation of resources 

RPA and automation will change the financial industry by 

liberating the staff from complex and repetitive tasks so as to 

focus more on value-added tasks (Kosmopoulos 2021). 

Robotic process automation is a proven solution to help the 

financial industry perform repetitive tasks quickly and with 

higher performance output by decreasing human error. With 

more employees free from mundane tasks, the management 

could allocate more resources to other tasks that require 

employees to provide analytical insight to drive key business 

objectives.  

 

5.3 Automatic report generation 

The standard requirement for any bank when there is a form 

of any suspicious or fraudulent activities is to generate 

compliance reports, also known as suspicious activity 

reports, that have to be analyzed by the compliance officers 

(Kaur 2021). These reports are read and filled manually, and 

in the case of severe fraudulent activities, they can be 

extremely cumbersome and time-consuming to fill. However, 

when this process is automated, the entire process can be 

completed at ease, saving time and money.  

 

 

 

5.4 Faster customer onboarding 

One of RPA’s main objectives across the financial industry is 

enhancing customer experience. Customer onboarding has 

always been a major challenge for companies in the financial 

sector. This has been attributed to compliance issues, 

inadequate resources, manual effort, and secure onboarding 

demanding significant time. For instance, in a recent study 

carried out by Deloitte, onboarding new customers in the 

banking industry takes between 20 to 90 days, causing 

$25,000 in losses because of delays (Deloitte 2021). 

Financial institutions can automate their functions with 

robots to address the loss of revenue and improve the client 

onboarding cycle. Common onboarding processes that RPA 

can automate include customer information verification, 

background checks, and contract management. 

 

6. Biometric identification 

The introduction of “biometric” identification has affected 

many businesses, including financial and banking services. 

The insurance, financial services, and banking world are built 

on complex state and federal laws and risk management. 

With security threats always evolving in this field, the use of 

biometrics is on the rise in the financial industry. It is 

estimated that the biometric market in the financial industry 

in the United States alone is at $999.3 million (Global 

Industry Analysis 2021). The coronavirus pandemic changed 

the normal daily lives of many people more than they could 

have imagined. Suddenly, customers could not be able to visit 

their bank branches, and some could not speak to 

representatives or open banks. The financial industry needed 

a “security solution” that could be deployed fast and remotely 

– authenticating people’s identities from their homes so that 

they could proceed with their banking activities without 

risking their health from the coronavirus. Flexible facial 

recognition software that had the ability to function on a 

customer’s device found its way to the financial industry 

(Huang 2021). Using highly tested Artificial Intelligence 

algorithms, facial recognition software has been 

demonstrated to be safer than passwords and cards that can be 

stolen or lost. Some forms of identification like passwords 

are easy to counterfeit, leading to the increase in identity theft 

experienced today.  

 

6.1 Benefits of biometric identification 

Biometric banking is all about establishing the balance 

between security and convenience. For banking at home, 

whether it is through the bank’s website or phone, security 

questions and passwords are being replaced by biometric 

solutions such as “voice verification” (Grant 2021). Mobile 

banking tends to feel like an examination, especially when a 

customer is asked security questions that they have forgotten. 

Voice verification easily bypasses this problem and offers 

total guarantee to the bank representative that the person on 

the phone is precisely who he claims to be. Voice recognition 

allows the customer to make a quick call without any 

hindrance or delay from security questions. Unlike 

passwords that can be stolen and documents that can be 

counterfeited, a person’s voice is unique and cannot be 

altered. Voice verification technologies are becoming 
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sophisticated and thus a great tool to use in 

security-conscious sectors such as finance.  

 

Today’s voice technologies are able to determine spoken 

words, tone, and cadence in a voice. When a customer calls 

the bank, voice biometric authentication can be deployed 

quickly rather than the customer having to answer many 

questions such as “What is your account number? When was 

your last deposit?” Since every person has distinct 

characteristics and behaviors associated with their speech, 

their voice can function as an audio fingerprint (Boukadakis 

2020). Financial institutions can deploy an audio fingerprint 

to prove beyond any reasonable doubt that the person on the 

phone is who they say to be.  By eradicating unnecessary 

interrogation, bank representatives can immediately provide 

assistance as they begin the call on a good note. For cashless 

transactions, “biometric technologies” imply replacing the 

customary PIN code with facial recognition technology 

(Grant 2021). One of the major concerns facing customers 

today is the thought that someone who knows their PIN code 

might steal their debit card and withdraw a significant 

amount of money from their account. New biometric 

technologies have introduced facial recognition technologies 

that require an iris scan before one completes a transaction. 

 

6.2 The future of biometric identification 

The risks of entering physical banks are still high for both 

employees and customers because of the ongoing 

coronavirus pandemic. While the health risks of entering 

financial institutions will end in the coming future, a new 

trend of “branchless banking” is taking hold. Clients have 

now developed a preference to manage their banking 

activities through websites and apps to decrease the rates of 

visiting physical banks (Phaneuf 2021). Therefore, the need 

for remote and secure authentication is definitely here to stay. 

In addition, legacy security processes that are often expensive 

have added more reasons for banking institutions to embrace 

biometric technologies. Some major banking institutions 

have reported spending about $500 million per year on 

customer due diligence and KYC processes, a figure that is 

expected to decrease as facial recognition technologies are 

expected to replace inefficient identification processes. 

(Thompson Reuters 2016). Consumers are eagerly waiting 

for the future where brokerage and opening a bank account 

do not require cumbersome identity checks and passwords 

that require special characters and alphabets. Financial 

institutions quickly adopt new and affordable security 

solutions, satisfy government legislation and satisfy customer 

needs (Huang 2021). Facial and voice recognition are 

entering the financial industry expected to check all these 

boxes. 

 

7. Open banking 

Open banking is a trend whereby customers allow third-party 

providers to access their financial information in the financial 

institutions to inform new services and products using 

technology known as “Application Programming Interfaces” 

(APIs), (Chuard 2021). Open banking has established an 

exciting scheme whereby all banking information from 

companies and customers is readily available for access to 

financial providers and potential lenders. The basic 

assumption of Open Banking is that information and data 

held by financial institutions such as banks belong to the 

client and not the institution. If a client wants to use his 

information and data to gain better financial services and 

products, it is within their rights to use their data as per their 

wish (Ndinga2021). Information such as credit scores, 

financial transactions, bank statements, and income are made 

available through APIs that bypass customary financial 

networks. For consumers and financial providers, open 

banking provides many benefits, including request to pay, 

faster payments, fast-tracking mortgages, savings, and new 

opportunities for merchants. 

 

7.1 Request to pay 

One of the major applications of open banking is the request 

to pay (RTP) function that allows customers to request 

payment from their bank accounts (Peplow 2021). Even 

though customers can make a real-time payment using 

mobile banking, “Request to Pay” is revolutionizing regular 

payments and invoicing, which is advantageous to 

self-employed business owners and merchants debtors get a 

notification of the amount they owe, whereas payees can tract 

their invoices and bills on the same device, providing them an 

efficient and straightforward way of reconciling their 

accounts.  

 

7.2 Faster payments 

The future of open banking lies in the ability to process and 

make payments faster (Tutors Lodge 2021). When a 

customer’s financial information is readily available, it 

becomes easy for lenders and finance providers to process car 

finance or personal loans. This is because customers can not 

obscure their financial position or income since it is readily 

available from the bank. However, the only thing preventing 

this mode of payment from going mainstream is some clients’ 

reluctance to share their financial information openly.  

 

7.3 Fast-tracking mortgages 

The use of “open banking” is an exciting prospect for home 

loans and mortgages (Tutors Lodge 2021). When a customer 

applies for a mortgage loan, they go through a cumbersome 

process as they are supposed to provide their bank statement 

and financial documents, making it a long and 

time-consuming process. Through open banking, lenders and 

financial providers will be able to access customer 

information at easer to determine whether they qualify for a 

loan or not. 

 

7.4 Savings and new opportunities for merchants  

Accelerating the adoption of open banking are the cost 

savings benefits it has for merchants. Open banking 

eradicates the risk of mishandling money, and the low 

transaction costs from online purchases have made open 

banking attractive to business owners. The coronavirus 

pandemic saw most people shift towards online shopping for 

retail purchases. As more customers prefer to shop online, 

open banking could make non-banking companies become 

major financial-service players. With digital adoption 

expanding, many e-commerce companies would accumulate 
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a significant lead in client attention. This would open the 

possibility that e-commerce giants would be the first 

companies to provide new financial services and products to 

their customer base, similar to what Google is doing with its 

“Plex product” (Asif et al.2021)  

 

8. Personalization 

Financial institutions have been targeting customers and 

tailoring services to them for years before the age of mass 

marketing (Brodski et al.2021). The banking business was 

highly personal as loans were processed through handshakes, 

and tellers knew almost every customer who came in. Today, 

advancements in technology have enabled credit unions and 

banks to recognize their customers’ interests and preferences. 

Until recently, these capabilities have been important to help 

banks differentiate their services, gain a competitive 

advantage and build customer engagement. However, this 

advantage is now being eroded as financial institutions are 

being leapfrogged by technological companies and retailers 

that put personalization at the core of their business strategies 

to attain significant performance gains. Similar to how these 

technology companies have been able to craft 

recommendations, financial institutions will be able to 

employ analytics and data to anticipate customers’ needs as 

well as establish relationships. 

 

Personalizing in financial industries such as banking is about 

delivering a product or a service to customers based on their 

historical data and personal experiences (Marketing 

Evolution 2021). Personalized banking is a journey with the 

client in focus. Getting closer to clients means meeting them, 

understanding their goals, and offering advice. As financial 

institutions are entering the post-pandemic world, they are 

likely to face a dynamic consumer landscape. Consumer 

expectations have changed, and achieving personalization 

will become a major challenge for financial institutions in the 

coming years. Therefore, to stay competitive in the financial 

sector, firms need to personalize their services towards 

meeting the needs of the consumers. The needs of consumers 

do not mean selling a service to the consumer but providing 

one before the consumers know they need it. 

 

Personalization can help in fraud detection, especially when 

customers are not aware (NCR 2021). For instance, if a 

customer withdraws the maximum amount from the ATM 

two days consecutively or transacts in a different location 

than they have never transacted before, a bank can assess 

their customer behavior and send an SMS notification in 

real-time to validate the transactions. As a result, a customer 

will feel like the bank knows them and protects their money 

through personalization. Aside from fraud detection, great 

personalization has the following benefits, according to 

Rausch 2021: 

 

i. It aids to foster coherence across service and product 

groups (credit cards/savings accounts, 

personal/housing loans, etc.), offering a consistent 

experience. 

ii. It allows progressive profiling of clients to enable 

targeted offerings. 

iii. It improves the brand appeal  

iv. It helps identify new solutions that drive 

incremental growth 

 

SUMMARY AND CONCLUSION 

 

The aim of this research paper was to determine the Fintech 

trends currently shaping the finance industry and their 

impact. Fintech describes the technologies that seek to 

enhance and automate the delivery of financial services in the 

finance industry. At its core, Fintech is used to help the 

financial sector better manage its financial processes and 

operations by leveraging the specialized algorithms and 

software used in smartphones and computers. Fintech mobile 

applications have helped improve customers’ access to 

financial services at their comfort, but their demand is not yet 

over and continues to increase further, welcoming new 

technology trends that help to reshape the industry.  

 

Since 2020, financial services were subject to an abrupt 

acceleration in digital engagement and digitization 

influenced. The post coronavirus pandemic has required the 

financial industry to accelerate the adoption of various 

technologies and  trends that will either improve their 

customer experience (less cost, less transaction time, more 

diversified investments) or sustain their competitive 

advantage more volume of transactions, better reactivity, and 

higher economy of scope).  

 

With many people moving towards digital money to manage 

their financial needs, stiff competition among financial 

institutions is expected to increase to be very high. 

Innovation in digital solutions and investor satisfaction are of 

a paramount challenge in the financial sector landscape. The 

trends discussed in the paper include Artificial Intelligence 

(AI), Blockchain, Bank and Fintech Collaboration, Robotic 

Process Automation, Open banking, Biometric Identification, 

and Personalization. These trends were assessed in detail, 

with several examples related to them being provided and 

their impacts were discussed. It is evident that in the future, 

we will have a higher and a less risker digital solutions 

among the crypto communities. Fintech companies are 

playing a key role in improving customer experience through 

automating more and more financial services. Investors are 

more and more digital money literate and their risk aversion 

to the new digital services would decrease. 
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Abstract 

This research aims to examine the factors that affect the choice of a student opting for a new course. This research uses 

exploratory factor analysis in determining the factors that play a significant role in the study. The data was collected using a 

questionnaire and the reliability of the questionnaire was checked through reliability statistics. The results indicated that 

there are five factors that affect the choice of a student while choosing a new course, namely, course structure and diversity, 

affordability and credibility, Brand Value, Competition and the trend and interests. The total variance of these factors is 

69.694 percent, with only a 30.306 percent loss of information, we may reduce the complexity of the data set by using these 

components, which accounts for 69.697 percent of the variability in the original 15 variables. 
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1. INTRODUCTION 

With the increase in competition in the field of education, 

many colleges in India are coming up with new courses. 

These educational institutes are catering to the needs of the 

students and shaping the new courses to attract the students. 

We can see a surge in the number of students opting for 

higher education. With this surge comes a higher demand for 

admissions to courses. Many students are enrolling 

themselves for courses that are new or have been begun in the 

past few years.  

 

The authors of [1] (Kinanti, E.S., Ritchi, H. and Handoyo, S.) 

explained the determinants of service performance in higher 

education using exploratory factor analysis. The author 

Roberts, P emphasizes how academic perceptions play a key 

role in shaping the academic curriculum [2]. Paul M. Biner, 

Raymond S. Dean, and Anthony E. Mellinger emphasized 

student performance in a distance learning program [3]. 

Rummel, R.J. said that factor analysis can be used to examine 

a topic area, structure a domain, map foreign concepts, 

classify or reduce data, identify linkages, test hypotheses, 

formulate theories, control variables, or draw inferences.[4]. 

The authors of [5] (Ford, J.K., MacCallum, R.C. and Tait, 

M.) have highlighted the fact that although factor analysis is a 

strong tool, researchers still lack a systematic approach to 

apply it in empirical work.  

 

Factor analysis is a tool that helps in converting a large 

dataset into a smaller one by identifying the factors that have 

a significant role in the study. The two types of factor 

analysis are Exploratory Factor Analysis, which is a tool 

intended to generate a new theory and Confirmatory Factor 

Analysis, a tool to test an existing theory [6] (Matsunaga, 

M.). It is used to assess multicollinearity and prove or 

disprove theories that are already existing [7] (Williams, B., 

Onsman, A. and Brown, T.). Factor analysis can be applied to  

 

various fields, including psychology, education, health 

sciences, data science. It is also used in assessing 

groundwater quality [8] (Liu, C.W., Lin, K.H. and Kuo, 

Y.M.).  

 

The youth nowadays have been trying to break the 

stereotypes of securing admissions in courses which offer 

basic graduation / post-graduation in science, arts, 

commerce, law and engineering. The students have shifted 

their choice to choosing courses that are new. It can be due to 

multiple reasons, like high competition for existing courses, 

new courses provide a new field to explore, infrastructure is 

new, a good way to establish relations with the heads of the 

institute and many more. The main aim of this paper is to 

understand the primary factors that affect a student’s 

decision, while choosing a new course, that has been started 

less than 5 years back, over an already existing course. The 

steps that can be taken by the colleges to incorporate these 

factors into the courses.  

2   METHODOLOGY  

We use factor analysis and specifically exploratory factor 

analysis with data reduction to identify structures from 

studies that have not been widely tested. The purpose of this 

study is to highlight the significant factors that affect the 

choice of a student for a new course. 

 

2.1   Population 

All the students who are currently enrolled in a course, be it 

Graduation or Post Graduation were eligible to participate in 

the survey designed. Those respondents whose course was 

new, i.e., had started less than 5 years back, were filtered out 

as that was the interest of our study. Snowball sampling was 

used to conduct the survey. The survey was conducted in 

august 2021. 
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2.2   Questionnaire 

The author Zhang, C., Yang, L., Liu, S., Ma, S., Wang, Y., 

Cai, Z., Du, H., Li, R., Kang, L., Su, M. and Zhang, J. used a 

questionnaire to collect the demographic information and to 

measure the severity of insomnia, respondents were asked to 

mark on a 4-point Likert scale [9]. A questionnaire was 

designed to study the factors that affect the choice for a new 

course over an existing course. It was a validated 15-item 

self-administered questionnaire. The questionnaire 

ascertained the age of the respondents, the current course 

they were enrolled in, if their course has been started less than 

5 years back. The identity of the respondent was kept 

anonymous.  

 

The responses were collected on a 4-point Likert scale, 

ranging from ‘Not at all important’ to ‘highly important’. The 

respondents were asked to assess the important factors while 

choosing to secure admission in a new course. The total 

responses received were 71. Amongst the responses, 25 

responses were excluded from our analysis as they did not 

fulfil the criteria of study. Hence, the final response for our 

study is 46.  

 

 
Fig 1: Methodology Flow Chart 

3   RESULTS AND DISCUSSION 

3.1 Reliability 

Since the questionnaire is self-made, we need to check the 

reliability of the questionnaire. We evaluate Cronbach’s 

alpha reliability statistics. If the reliability statistics > 0.7, it 

means we can proceed with the questionnaire, as they are 

reliable and usable. 

 

Figure 2 shows the reliability statistics is 0.748 i.e. 74.8% , 

hence our questionnaire is reliable and usable. We can 

proceed with the analysis. 

 

 
Fig 2: Reliability Statistics 

 

3.2 KMO and Bartlett’s Test 

 

To begin with the exploratory factor analysis, adequacy data 

must be tested before. Kaiser-Meyer-Olkin (KMO) and 

Bartlett's test are terminologies in EFA that are used to 

measure the adequacy of sampling and measure the 

homogeneity of indicators as a condition of construct 

correlation. To conduct exploratory factor analysis, the KMO 

value must be greater than 0.5 and Bartlett's test must be less 

than 0.05.  

 

The values in Figure 3 show that the KMO is 0.568 > 0.5. The 

results of the (KMO) and Bartlett tests are summarised in the 

above table. The KMO value is 0.568, and the Bartlett test is 

significant with p value = 0.000 < 0.5, according to the 

results. It suggests that the data sufficiency conditions for 

factor analysis have been met. KMO values that fall within 

the range suggest that the data is sufficient to conduct an 

Exploratory Factor Analysis. Hence Bartlett test shows a 

significant value. Therefore, the data is sufficient to carry out 

further analysis.  

 

 
Fig 3: KMO and Bartlett’s Test 

 

3.3 Total Variance Explained 

After conducting the adequacy data test, the data was 

extracted to discover the component pattern matrix. The 

Principal Component Analysis (PCA) extraction method and 

the Kaiser Varimax Normalization rotation method were 

used. The EFA results show that there are five initial factors 

identified as service performance and 12 elements of factor.  

 

The degree of variation associated with the factor is 

represented by the eigenvalue. As a result, only factors with 

an eigenvalue greater than 1.0 are taken into account. Only 

five factors with eigenvalues greater than one are represented 

in the table, with factor 1 accounting for 25.194 percent of the 

variation in the data, factor 2 for 15.455 percent, and so on. 

See Figure 5 

 

The figure 4 shows the total variance explained explains 

approximately 70% of the variability in the original 15 

variables, so we can use these components to minimise the 

complexity of the data set while only losing 30% of the 

information.  

 

The rotation keeps the cumulative proportion of variance 

explained by the extracted components, but it now spreads 

the variation more evenly across the components. Because of 

the huge differences in individual totals, the rotated 

component matrix should be easier to understand than the 

unrotated matrix. 

 

Data Collection Data Cleaning 
Studying the 

factors 

Identifyng the 
significant 

factors 
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Fig 4: Total Variance Explained 

 

3.4 Scree Plot 

 

The scree plot is a graph that shows the Eigenvalues in 

relation to all of the elements. The graph can be used to 

determine how many factors to keep. The point of interest is 

where the curve starts to flatten. We check the component 

number against the eigenvalue 1.  

 

In figure 5 we observe that the eigenvalue was 1 against the 

component number 5. Hence, we considered 5 factors in our 

study.  

 

 
Fig 5: Scree Plot 

 

3.5 Factor Loading 
 

The factors in the component matrix are extracted. Once we 

decide how many factors to consider, we have to analyse 

whether a factor may be related to one or more variables in 

our data. The most common orthogonal rotation is varimax. 

The varimax rotated solution provides the simplest 

interpretation of the structure [10] (Pohlmann. J.T.). Rotation 

increases high item loadings while reducing low item 

loadings, resulting in a more comprehensible and streamlined 

solution. We have used varimax rotation in our analysis and 

get the rotated component matrix. For each of the five factors, 

the values which are greater than 0.5 are extracted. Those 

factors have a significant role in our analysis.  

 

The figure 6.1 and 6.2 show the final variables under each 

factor and factor loading and factor name.  

 

 
 

 
 

Fig 6: Key factors for choosing a new course 

Factor 1 - Course structure and diversity: Factor 1 consists of 

3 elements based on the course outcome, research 

opportunities and focus on individuals. This factor has a 

variance of 25.194%. It means that 25.194% of the factors in 

choosing a new course is determined by the course structure 

and diversity.   

 

Factor 2 - Affordability and credibility: Factor 2 consists of 2 

elements based on the cost factor and placement report. This 

factor has a variance of 15.455%. It means that 15.455% of 

the factors in choosing a new course is determined by the 

affordability and credibility   

 

Factor 3 - Brand Value: Factor 3 consists of 2 elements based 

on the new infrastructure and an established university 

starting a new course. This factor has a variance of 12.060%. 

It means that 12.060% of the factors in choosing a new course 

is determined by the brand value of a college.  

 

Factor 4 - Competition: Factor 4 consists of 3 elements based 

on the limited seats in an old course, flexibility and less 

competition. This factor has a variance of 10.104%. It means 

Course 
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that 10.104% of the factors in choosing a new course is 

determined by the competition.  

 

Factor 5 - Trend and Interests: Factor 4 consists of 2 elements 

based on incorporating the individual interests and some new 

trend that has emerged in the market. This factor has a 

variance of 6.884%. It means that 6.884% of the factors in 

choosing a new course is determined by the interests of the 

individuals and trends in the market. 

4   CONCLUSION  

The results showed that course structure and diversity played 

a crucial role in determining what are the factors that are 

important while choosing a new course. The course outcome 

gives a student a clear idea of the topics that the course is 

going to cover, which plays a major role in choosing any 

course, be it new or old. The new course would also open new 

horizons of research for students and gives a lot to explore in 

that field. And being a new course, it would focus on each 

individual. Apart from course structure and diversity other 

factors also play a key role. The primary factors that affect 

the choice of a student while enrolling to a new course are 

course structure and diversity, affordability and credibility, 

brand value, competition and the trend and interests.  

 

These results can be used in the education industry when 

making decisions about starting a new course as they are the 

main determining factors that a student looks for while 

enrolling to a newly started course.  

 

The questionnaire was reliable and usable with reliability 

statistics as 0.784. The total variance of these factors is 

69.697%, with only a 30.306% loss of information, we may 

reduce the complexity of the data set by using these 

components, which accounts for 69.694 % of the variability 

in the original 15 variables. 

 

Out of the five factors extracted, factor 1 had 25.194% 

variance, factor 2 had 15.455% variance, factor 3 had 

12.060% variance, factor 4 had 10.104% variance and factor 

5 had 6.884% variance.    

 

TABLE I.  FACTOR LOADING 

Factor Number Factor Name % Variance 

Factor 1 Course Structure and Diversity 25.194% 

Factor 2 Affordability and Credibility 15.455% 

Factor 3  Brand Value 12.060% 

Factor 4 Competition 10.104% 

Factor 5 Trend and Interests 6.884% 
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Abstract 

Tuning of resonant frequency of microstrip patch antenna is an important aspect for practical applications within the 

application band. A simple dual frequency triangular patch antenna is designed which can be operated in L and S band. The 

antenna is initially designed for best performance in terms Return Loss values with optimized feed point location. The basic 

rectangular patch resonating within the band is further modified to triangular patch with insertion of slots, to investigate the 

shift in resonating frequency.  Purpose of designing slot loaded antenna is to tune the antenna for single and/or dual 

frequency operation when required for various practical applications. Three triangular slots are inserted vertically across the 

radiating edge within the patch and one rectangular slit placed vertically 1mm distance from center towards another 

radiating edge. 
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1. INTRODUCTION 

Microstrip patch antenna, highly used for communication 

purpose can provide wider bandwidth  applicable in 

various frequency bands [2], [3], [7]. On the other hand, 

tuning resonant frequency of patch within the same band or 

other is an important design aspect [1], [4], [5] in terms of 

practical applications [6], [8]. In this report, path antenna has 

been fabricated on a copper clad FR4 substrate with a 

dielectric constant of 4.8 (εr) and substrate thickness of 1.5 

mm (h). All the antennas designed in the present 

investigation are fed with coaxial probe feeding and 

simulations are carried out using CST microwave studio. 

Maximum Return Loss and  VSWR for best matching with 

relocation of feed point for various structures at different 

frequencies has been investigated and results are analyzed. In 

conclusion, the measured results indicate that the antenna 

resonates at two distinct frequencies, one is at 2.484 GHz and 

another is at 3.956 GHz with good return loss and the VSWR 

are within reasonable range, between 1.002 to 1.09. 

2. ANTENNA DESIGN 

A simple rectangular microstrip patch antenna is designed 

using high frequency simulation software CST Microwave 

Studio which resonates at L and S- band.  Dimension of the 

simple rectangular patch antenna has been put in Table 1 and 

Fig 2.shows the geometry of the simple patch. 

 

 

 

 

 

 

 

 

 

 

Antenna parameters Values in mm 

Length of ground plane (Lg) 48 mm 

Width of ground plane(Wg) 56 mm 

Length of Rectangular Patch 

(Lp) 

28 mm 

Width of Rectangular  

Patch(Wp) 

36 mm 

Thickness of Substrate 1.5 mm 

Dielectric constant of 

Substrate 

4.8 

Table1:   Dimension of simple rectangular patch antenna 

 
Fig 1: Simple Rectangular Patch Antenna 

 

Feed point selection: 

With the dimension summarized in Table1, feed point for 

best matching in terms of maximum Return Loss, value (S11 

parameter) is investigated through repeated simulation. Feed 

point location from 0mm to 12mm with Return Loss (RL) 

value with frequency is plotted in Fig 2. 
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  Fig: 2 Frequency (GHz) Vs, Return Loss (dB) of simple   

             Rectangular Patch for different feeding points 

          

From the above graph it has been observed that the RL is 

maximum (-38.822 dB) at the frequency 2.472 GHz and 

-32.472 dB at 3.948 GHz  for the feeding point 10 mm and 3 

mm along the X axis towards the radiating edges 

respectively. At the feeding point location 3mm, also shows 

the multi frequency responses within L, S band. For 

frequencies near 1.436 GHz, RL values below -20dB is 

observed and for another set of frequencies near 2.96GHz RL 

just above -30dB is observed. Further investigation is carried 

out for any shift of these frequencies by shaping the antenna 

into triangular shape without changing over all geometry of 

the antenna. Dimension of the modified antenna is 

summarized in Table2 and Fig 3 shows the geometry of the 

patch. 

Table 2: Specification of Simple Triangular Patch 

Antenna 

Antenna parameters Values in mm 

Length of ground plane (Lg) 48 mm 

Width of ground plane(Wg) 56 mm 

Length of Rectanguar Patch 

(Lp) 

28 mm 

Width of Rectanular  

Patch(Wp) 

36 mm 

Thickness of Substrate 1.5 mm 

Dielectric constant of 

Substrate 

4.8 

(Co-Ordinates of the points of 

the triangle ( in mm) of 

Triangular Patch 

(14,18)   

(14,-18)    

(-14,0) 

                                               

 
Fig 3: Simple Triangular Patch Antenna 

 Feed point relocation of the antenna is carried out (0mm to 

11mm) with repeated iteration to obtained best matching in 

terms of  maximum RL value (Fig 4) and values are put in 

Table3 

 
Fig 4:   Frequency (GHz) versus Return Loss (dB) of the 

triangular patch antenna at different feeding points 

Table 3:  Frequency (GHz) versus RL (dB) of the 

triangular patch  antenna at different feeding point 

locations. 

Feed point 

location  

(In mm) 

Frequency 

(GHz) 

Return 

Loss(dB) 

Frequenc

y (GHz) 

Return 

Loss(dB) 

FEED 0 2.352 

3.084 

-15.904 

-24.11 

4.036 -22.39 

FEED 1 2.352 

3.084 

-15.904 

-24.611 

4.036 -22.391 

FEED 2 2.352 

3.08 

-14.975 

-21.639 

4.032 -27.890 

FEED 3 2.352 

3.076 

-16.02 

-18.775 
4.032 -30.633 

FEED 4 2.348 

3.072 

-13.375 

-15.246 

4.028 -18.515 

FEED 5 2.348 

3.068 

-13.489 

-12.287 

4.02 -12.61 

FEED 6 2.352 

3.06 

-12.48 

-9.57 

4.012 

4.312 

-8.794 

-15.659 

FEED 7 2.08 

2.348 

-9.94 

-10.988 

4.004 

4.316 

-5.96 

-18.03 

FEED 8 2.08 

2.348 

-13.722 

-9.927 

4.004 

4.316 

-4.09 

-18.27 

FEED 9 2.08 

2.384 

-19.777 

-8.041 

3.334 

4.316 

-3.63 

-16.44 

FEED 10 2.084 

2.348 
-33.189 

-7.082 

3.34 

4.312 

-6.676 

-13.236 

FEED 11 2.084 

2.348 

-22.80 

-5.857 

3.344 

4.3 

-10.42 

-7.5 

FEED -1 2.352 

3.084 

-15.904 

-24.611 

4.036 -22.391 

FEED-2 2.352 

3.084 

-14.975 

-21.789 

4.036 28.116 

FEED -3 2.352 

3.08 

-16.025 

-18.640 

4.032 -30.634 

FEED -4 2.352 

3.072 

-13.712 

-15.246 

4.028 -18.515 

 

From the Table 4 it has been observed that change of RL 

values with slight shift of resonant frequencies for this 

modified antenna is observed as highlighted in Table 3.  
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3. DESIGN OF SLOT LOADED TRIANGULAR 

PATCH ANTENNA 

The simple triangular patch has been modified by introducing 

triangular slots and rectangular slit on it with simulations 

using CST microwave studio. The different structures has 

been shown below for various shape of slots and slit  

introduced on it  for best result with different feeding point  

(structures 1 to structure 10) and the structure 8 showed the 

best result i.e. maximum  return loss    (- 61.375 dB) at 

frequency 2.484 GH has been obtained.  

Few of the designed structures are shown below (triangular 

antenna with slot and slit) - 

 
Structure: 1 

 
Structure: 2 

 
Structure: 3 

 

 
Structure: 4 

Structure: 5 

 
Structure: 6 

 
Structure: 7 

 
Structure: 8 

 

 
Fig. 5:  Frequency (in GHz) Versus Return Loss (in dB) 

of different structures (1-8) 

 

Table 5: Frequency (GH) Vs. Return Loss (dB) for 

different Structures 

 

-70

-60

-50

-40

-30

-20

-10

0

1 2 3 4

R
et

u
rn

  
L

o
ss

 (
in

 d
B

) 

Frequency  (in GHz) 

Structure1

Structure2

Structure3

Structure4

Structure5

Structure6

Structure7

Structure8

Structure9

Structure10

Structures Frequenc

y (GHz) 

Return 

Loss 

(dB) 

Frequenc

y 

(GHz) 

Return  

Loss (dB) 

Structure 1 2.084 

2.348 

-37.124 

-7.137 

4.3 -12.621 

Structure 2 2.348 -15.83 3.084 

4.028 

-26.593 

-19.57 

Structure 3 2.484 -43.942 3.956 -27.057 

Structure 4 2.484 -36.392 3.96 -26.877 

Structure 5 2.484 -45.01 3.956 -28.692 

Structure 6 2.484 -35.929 3.956 -29.984 

Structure 7 2.484 -54.955 3.956 -27.90 

Structure 8 2.484 -61.375 3.956 -27.392 

Structure 9 2.484 -57.777 3.956 -27.441 

Structure 

10 

2.484 -45.729 3.956 -27.381 
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From the above Table 5,  it is has been  observed that  for the 

structure 8, maximum RL value of  -61.375 dB is found at the 

frequency 2.484 GHz., and  another return loss is -27.392 dB 

at the higher frequency 3.956 GHz and also it is observed that 

it gives dual frequency responses. However, for structures 1 

and 2 (without slit), antenna behaves as multifrequency 

antenna. 

Geometrical dimension of the structure 8 is shown in Fig 6 

 

 
             

To carry on further investigating, structure 8 with maximum 

RL value and behaving as dual frequency antenna, feed point 

relocations in step of 1 mm along the +ve and –ve X axis has 

been performed and the result are shown below in the Fig 7 

and tabulated in Table 6. 

 
Fig: 7:   Frequency (in GHz) vs. Return Loss of different 

feeding point of the   antenna of structure 8(0 to 5mm, 

+ve, -ve X-axis) 

Table 6: Frequency (GH) Vs. Return Loss (dB) for 

different feed point location 

 

From the above Table, 6 it has been observed that maximum 

Return Loss (RL)  with dual frequency responses are  found 

at frequency 2.484 GHz and 3.956 GHz for the three different 

individual feeding point locations are  at  0 mm, 2mm , and  at 

-2 mm  along the X axis for the slot antenna structure 8. Also 

it is found that the VSWR for these frequencies are around 1.  

The value of VSWR at different frequencies and for the 

different feeding point locations are shown in the Table 7. 

 

Table: 7:  Frequency (GHz) Vs. Return Loss (dB) with 

their respective VSWR 

Feedi

ng 

Point  

Locati

on  

(in 

mm)  

Frequ

ency1 

(GHz

)  

RL 1 

( dB)  

VSW

R1 

Frequen

cy2 

(GHz)  

RL2 

(dB)  

VS

WR 

2 

-2  2.484  -38.

99  

1.023  3.956  -61.9

3  

1.00

2  

 0  2.484  -61.

38  

1.002  3.956  -27.3

92  

1.09  

 2  2.484  -40.

08  

1.02  3.956  -39.4

6  

1.00

2  

 

In the above Table 7, each individual feed point location and 

the Frequency (GHz) Vs. Return Loss (dB) with its 

respective VSWR for these frequencies are summarized. Plot 

between frequency vs. RL with its VSWR in each frequency 

is shown separately in Fig 8, Fig 9, Fig 10, Fig 11, Fig 11,Fig 

12 and Fig 13   respectively. 

 
Fig: 8:   Frequency (in GHz) vs. Return Loss at feed point 

-2mm 

 

 
Fig: 9:   Frequency (in GHz) vs. Return Loss at feed point 

0mm 
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1 
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Frequency 

2 
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0 2.484 -61.38 3.956 -27.392 

1 2.484 -42.29 3.956 -30.43 

2 2.848 -40.08 3.956 -39.46 

3 2.848 -38.35 3.951 -23.54 

4 2.848 -51.62 3..92 -17.02 

-2 2.484 -38.99 3.956 -61.930 

-3 2.488 -32.78 3.952 -30.55 

-4 2.484 -52.33 3.952 -17.227 

-5 2.848 39.112 3.948 -12.60 
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Fig 10:   Frequency (in GHz) vs. Return Loss at feed point 

+2mm 

 

 
Fig 11: VSWR at frequency 2.484 GHz  and 3.956 GHz 

for feeding point – 2mm along X axis 

.

 
Fig12: VSWR at frequency 2.484 GHz  and 3.956 GHz for 

feeding point at center (0,0) 

 

 
Fig 13: VSWR at frequency 2.484 GHz and 3.956 GHz for 

feeding point 2mm along X axis 

From the investigation carried out, it is found that the 

proposed antenna responded the dual frequency responses 

with best Return Loss (RL) and acceptable VSWR at 

frequencies 2.484 GHz and 3.956 GHz for any one of the 

feeding point locations at -2 mm, at centre (0,0) and  2 mm 

along the X axis towards the radiating edge. Required 

frequency can be selected for applications in L and S band 

with the optimized feed point location which has been carried 

out in the work presented. The slot loaded antenna can act as 

potential candidate for applications in L and S band.  
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Abstract 

This paper presented the synthesis of various perspectives involving the Information and Communications Technology 

(ICT) environment in the Philippines. These perspectives are referenced from Association of Southeast Asian Nations 

(ASEAN) and Asia – Pacific Economic Cooperation (APEC) where the Philippines is a Member State and Member 

Economy respectively.  First, various engineering disciplines were delineated based from its respective statutes in order to 

determine the scopes of the same that cover ICT practices. Second, both ICT and allied engineering disciplines (particularly 

the Electronics Engineering) were elaborated and compared with international definitions. Third, the Philippine ICT 

Roadmaps were compared with the ASEAN Digital Masterplan 2025 and APEC Internet and Digital Economy Roadmap in 

order to analyze possible opportunities as well as areas for improvements. Fourth, various ICT programs and projects in the 

Philippines as well as selected ICT Policy Instruments were also presented and compared with its ASEAN/APEC 

counterparts. Fifth, the roles of Electronics Engineering (ECE) profession were presented especially its contribution to the 

ICT industries in the Philippines. Finally, conclusions and/or recommendations were indicated for future reference. 

 

Keywords 

gender and development (GAD), globalisation, information and communications technology (ICT), technology 

management (TM). 

 

1. INTRODUCTION 

The Philippines is a Member State of the Association of 

Southeast Asian Nations (ASEAN) and also a Member 

Economy of Asia – Pacific Economic Cooperation (APEC).  

Specifically, the Philippines is one of the founding Member 

States of ASEAN (i.e. Indonesia, Malaysia, the Philippines, 

Singapore and Thailand) and one of the first twelve Member 

Economies of APEC joined on November 1989 (i.e. 

Australia, Brunei Darussalam, Canada, Indonesia, Japan, 

Republic of Korea, Malaysia, New Zealand, the Philippines, 

Singapore, Thailand and United States).    

 

Table 1ASEAN Member States 
[1]

 

Member State Date of Accession 

Indonesia August 8, 1967 

Malaysia August 8, 1967 

The Philippines August 8, 1967 

Singapore August 8, 1967 

Thailand August 8, 1967 

Brunei Darussalam January 7, 1984 

Viet Nam July 28, 1995 

Laos July 23, 1997 

Myanmar July 23, 1997 

Cambodia April 30, 1999 

 

 Both ASEAN and APEC involve economic agenda toward 

prosperity while the former also include socio-cultural 

cooperation
 [2]

.  Moreover, these organizations exhibit 

challenges in various areas including the Information and 

Communications Technology (ICT). Furthermore, these 

challenges in ICT significantly increased during the 

Covid-19 Pandemic 
[3]

. The Philippines was connected to the 

internet for the first time on March 1994 
[4]

. This event was 

cited as history serves a reference for research and 

development as well as guide in formulation of policies 
[3][5][6][7]

. 

   

Table 2 APEC Member Economies 
[8]

 

Member Economy Date of Accession 

Australia November 1989 

Brunei Darussalam November 1989 

Canada November 1989 

Indonesia November 1989 

Japan November 1989 

Republic of Korea November 1989 

Malaysia November 1989 

Philippines November 1989 

Singapore November 1989 

Thailand November 1989 

The United States November 1989 

Chinese Taipei November 1991 

Hong Kong November 1991 

People’s Republic of China November 1991 

Mexico November 1993 

Papua New Guinea November 1993 

Chile November 1994 

Peru November 1998 

Russia November 1998 

Viet Nam November 1998 

 

On the other hand, the Philippines being a member of both 

ASEAN and APEC had participated in Advanced Level 
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Engineering benchmarking schemes through its respective 

registries namely ASEAN Engineering Register, APEC 

Engineer Register, and ASEAN Chartered Professional 

Engineer Register 
[9][10][11]

. While both ASEAN Engineering 

Register and ASEAN Chartered Professional Engineer 

Register have same Member States entered its respective 

mutual recognition, not all APEC Member Economies 

participated in APEC Engineer Registry. APEC Member 

economies who participated in APEC Engineer Registry are 

Australia, Canada, Chinese Taipei, Hong Kong, Indonesia, 

Japan, Korea, Malaysia New Zealand, Philippines, Russia, 

Singapore, United States, and Peru while Thailand and Papua 

New Guinea are Conditional and Provisional Members 

respectively 
[12]

. Consequently, Science Advisory No. 

2020-02 of the National Academy of Science and 

Technology states that the Philippines is still below the 

UNESCO benchmark for the number of Research Scientists 

and Engineers (RSEs) 
[13]

. 

 

II. METHODS 

Data from both local and international references were 

gathered in order to synthesize the same in order to arrive in 

the intended assessment of the Philippine ICT Roadmap in 

the perspectives of ASEAN and APEC. 

A. Definitions of ICT 

Information and Communications Technology (ICT) in the 

Philippines is defined by the Republic Act No. 9292 (RA 

9292) also known as the “Electronics Engineering Law of 

2004”. The definition of ICT based from Article I, Section 

3(g) of RA 9292 is the following 
[14]

: 

“the acquisition, production, transformation, storage and 

transmission/reception of data and information by electronic 

means in forms such as vocal, pictorial, textual, numeric or 

the like; also refers to the theoretical and practical 

applications and processes utilizing such data and 

information”  

 Years hence, another Philippine law was enacted named 

Republic Act No. 10844 (RA 10844) also known as the 

“Department of Information And Communications 

Technology Act of 2015”. The definition of ICT based from 

Section 3(a) of RA 9292 is the following:
 [15]

: 

“…the totality of electronic means to access, create, collect, 

store, process, receive, transmit, present and disseminate 

information:” 

Referring to the two definitions of ICT, RA 10844 adopted 

the definition of ICT from RA 9292 including provisions of 

positions requiring Professional Electronics Engineers 

(PECE) in spite of having a span of more than ten years. 

Moreover, the International Telecommunications Union 

(ITU) emphasized clearly the coverage of ICT in its 

document entitled “ITU Council Contribution to the 2016 

United Nations High – Level Political Forum on Sustainable 

Development”
[16]

. Furthermore, the United Nations 

Educational, Scientific and Cultural Organization 

(UNESCO) defines ICT as 
[17]

:         

“…diverse set of technological tools and resources used to 

transmit, store, create, share or exchange information. These 

technological tools and resources include computers, the 

Internet (websites, blogs and emails), live broadcasting 

technologies (radio, television and webcasting), recorded 

broadcasting technologies (podcasting, audio and video 

players, and storage devices) and telephony (fixed or mobile, 

satellite, visio/video-conferencing, etc.)” 

RA 10844 is also the law that created the Department of 

Information and Communications Technology (DICT) in 

2016. DICT is the National Government Agency (NGA) that 

implements ICT programs, projects and services; formulate 

ICT policies; and foster strategic collaboration among ICT 

stakeholders. Table 3 summarizes references defining ICT.   

 

Table 3 References Defining ICT 

Reference Category / Remarks 

Philippine Republic 

Act No. 9292 

(Electronics 

Engineering Law of 

2004) 
[14]

 

Philippine Definition / Electronics 

Engineering (ECE) is a different 

discipline from Electrical 

Engineer (EE) 

Philippine Republic 

Act No. 10844 

(Department of 

Information And 

Communications 

Technology Act of 

2015) 
[15]

 

Philippine Definition / The 

Department of Information and 

Communications Technology 

(DICT) was formed when the 

following agencies were 

abolished: 

 Information and 

Communications 

Technology Office 

(ICTO); 

 National Computer 

Center (NCC); 

 National Computer 

Institute (NCI); 

 Telecommunications 

Office (TELOF): 

 National 

Telecommunications 

Training Institute 

(NTTT) 

 All operating units of the 

Department of 

Transportation and 

Communications 

(DOTC) with functions 

and responsibilities 

dealing with 

communications 

Abolished agencies have its 

powers and functions, budget, 

records, properties, and personnel 

transferred to DICT   

UNESCO Learning 

Portal 
[16]

 

International Definition 

ITU Report 
[17]

 International Definition 

 

B. The Philippine Technological Council (PTC) and its 

Foreign Counterparts  

The Philippine Technological Council (PTC) is non-stock 

and non-profit corporation incorporated under the Securities 

and Exchange Commission (SEC) that aims to foster 

engineering mobility of Filipino engineering practitioners 
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around the globe and encompasses thirteen (13) professional 

engineering organizations in the Philippines each 

representing specific engineering field of practice 
[18]

. It is 

emphasized in this paper that the Philippine Government 

regulates engineering practices (except for Industrial 

Engineering) by virtue of respective statutes but the 

Accredited Professional Organizations (APOs) of respective 

engineering disciplines are actually non-profit corporation 

incorporated under the Securities and Exchange Commission 

(SEC). 

 

Table 4 Accredited Professional Organizations (APOs) of 

Various Professional Engineering Disciplines in the 

Philippines Which Are Members of the Philippine 

Technological Council (PTC) 
[19][20]

 

Engineering 

Disciplines 

Name of APO 

Electronics 

Engineering (ECE) 

Institute of Electronics 

Engineers of the 

Philippines (IECEP) 

Geodetic Engineering 

(GE) 

Geodetic Engineers of 

the Philippines (GEP) 

Mechanical Engineer 

(ME) 

Philippine Society of 

Mechanical Engineers 

(PSME) 

Metallurgical 

Engineer 

Society of Metallurgical 

Engineers of the 

Philippines (SMEP) 

Mining Engineer Philippine Society of 

Mining Engineers 

(PSEM) 

Naval Architect / 

Marine Engineer 

(Marine Engineering 

is included in the 

Naval Architecture) 

Society of Naval 

Architects and Marine 

Engineers (SONAME) 

Sanitary Engineer Philippine Society of 

Sanitary Engineers 

(PSSE) 

Industrial Engineer 

(IE) 

Philippine Institute of 

Industrial Engineers 

(PIIE) 

Aeronautical Engineer Society of Aerospace 

Engineers of the 

Philippines (SAEP) 

Agricultural Engineer Philippine Society of 

Agricultural Engineers 

(PSAE) 

Civil Engineer (CE) Philippine Institute of 

Civil Engineers (PICE) 

Chemical Engineer 

(ChE) 

Philippine Institute of 

Chemical Engineers 

(PIChE) 

Electrical Engineer 

(EE) 

Institute of Integrated 

Electrical Engineers 

(IIEE) 

 

The engineering disciplines indicated in Table 4 are 

associated with its respective APOs. These APOs are 

members of the Philippine Technological Council (PTC). At 

the ASEAN level, PTC is a member of ASEAN Federation of 

Engineering Organisations (AFEO). Table 5 indicates the 

members of AFEO. 

 

Table 5 Members of ASEAN Federation of Engineering 

Organisations (AFEO) 
[21]

 

ASEAN Engineering 

Organisation 

Member State 

Pertubuhan Ukur, Jurutera & 

Arkitek (PUJA) 

Brunei Darussalam 

Board of Engineers, Cambodia 

(BEC) 

Kingdom of 

Cambodia 

Persatuan Insinyur Indonesia (PII) Republic of Indonesia 

Laos Union of Scientist and 

Engineers Associations (LUSEA) 

Laos People’s 

Democratic Republic 

The Institution of Engineers, 

Malaysia (IEM) 

Malaysia 

Federation of Myanmar 

Engineering Societies (Fed. MES) 

Myanmar 

Philippine Technological Council 

(PTC) 

Philippines 

The Institution of Engineers, 

Singapore (IES) 

Singapore 

The Engineering Institution of 

Thailand (EIT) 

Thailand 

Vietnam Union of Science & 

Technology Association (VUSTA) 

Viet Nam 

 On the other hand, Table 6 indicates APEC Member 

Economies participating in the APEC Engineer Registry. 

Notice that among ASEAN, only Indonesia, Malaysia, 

Philippines, and Singapore fully participated APEC Engineer 

Registry. 

 

Table 6 APEC Member Economies Having Full Rights of 

Participation in APEC Engineer Registry 
[12]

 

APEC Engineering Organisation Member Economy 

Persatuan Insinyur Indonesia (PII, 

2001) 

Indonesia 

The Institution of Engineers, 

Malaysia (IEM, 2000) 

Malaysia 

Philippine Technological Council 

(PTC, 2003) 

Philippines 

The Institution of Engineers, 

Singapore (IES, 2005) 

Singapore 

Engineers Australia (EA, 2000) Australia 

Engineers Canada (EC, 2000) Canada 

Chinese Institute of Engineers 

(CIE, 2005) 

Chinese Taipei 

Hong Kong Institution of Engineers 

(HKIE, 2000) 

Hong Kong China 

Institution of Professional 

Engineers Japan (IPEJ, 2000) 

Japan 

Korean Professional Engineers 

Association (KPEA, 2000) 

Korea 

Engineering New Zealand (EngNZ, 

2000) 

New Zealand 

Association for Engineering 

Education of Russia (AEER, 2010) 

Russia 
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National Council of Examiners for 

Engineering and Surveying 

(NCEES, 2001) 

United States 

Peruvian Engineers Association / 

Colegio de Ingenioros del Peru 

(PEA/CIP, 2008) 

Peru 

C. The Electronics Engineering (ECE) Profession in the 

Philippines 

The law governing the Electronics Engineering (ECE) 

Profession in the Philippines is Republic Act No. 9292 and 

this features information and communications technology 

(ICT) as one of its scope of practice.  

 

Table 7 Engineering Disciplines Together With Its 

Respective Statute / Legal Basis 

Engineering 

Disciplines 

Statute 

Electronics 

Engineering (ECE) 

Republic Act No. 9292 

Geodetic Engineering 

(GE) 

Republic Act No. 8560 

Mechanical Engineer 

(ME) 

Republic Act No. 8495 

Metallurgical 

Engineer 

Republic Act No. 10688 

Mining Engineer  Republic Act No. 4274 as 

amended by Republic Act. No. 

5677 

Naval Architect / 

Marine Engineer 

(Marine Engineering 

is included in the 

Naval Architecture) 

Republic Act No. 4565 

Sanitary Engineer Republic Act No. 1364 

Industrial Engineer 

(IE) 

Non – Government 

Organisation but recognized 

by the Philippine 

Technological Council (PTC) 

and IEs are accepted in 

ASEAN Engineer Register 

(AER) and ASEAN Chartered 

Professional Engineer Registry 

(ACPER)  

Aeronautical Engineer Presidential Decree No. 1570 

Agricultural Engineer Republic Act No. 10915 

Civil Engineer (CE) Republic Act No. 544 as 

amended by Republic Act No. 

1582 

Chemical Engineer 

(ChE) 

Republic Act No. 9297 

Electrical Engineer 

(EE) 

Republic Act No. 7920 

 

Prior to the implementation of RA 9292, there was an old law 

named Republic Act No. 5734 known as the “Electronics and 

Communications Engineering Law of the Philippines”. 

While both RA 5734 and RA 9292 uses the initials “ECE”, 

the former refers to “Electronics and Communications 

Engineering” while the former refers to “Electronics 

Engineering”. There are misconceptions that truncating the 

word “Communications” from “Electronics and 

Communications Engineering” that led to “Electronics 

Engineering” narrowed down the scope of practice of ECE. 

On the contrary, the Electronics Engineering (ECE) scope of 

practice pursuant to RA 9292 significantly broadened. As a 

matter of fact, prior to the implementation of RA 9292, the 

Board Examination subjects were only Mathematics (30%), 

Electronics Engineering (30%) and Communications 

Engineering+ (30%). Moreover, during the implementation 

of RA 9292, there are four subjects namely Mathematics 

(20%), General Engineering and Applied Sciences (20%), 

Electronics Engineering (30%), and Electronics Systems 

Technologies (30%). Furthermore, RA 5734 as compared 

with RA 9292, the latter had already repealed the former and 

RA 9292 actually has three levels of Electronics 

Practitioners namely: Professional Electronics Engineer 

(PECE), Electronics Engineer (ECE), and Electronics 

Technician (ECT). 

 

Table 8 Comparisons of RA 5734 and RA 9292 

 RA 5734 RA 9292 

Name of 

Profession 

Electronics and 

Communications 

Engineering 

(ECE) 

Electronics 

Engineering 

(ECE) 

Categories of 

Practice 

One (Electronics 

and 

Communications 

Engineer or ECE) 

Three 

(Professional 

Electronics 

Engineer or 

PECE, Electronics 

Engineer or ECE, 

and Electronics 

Technician or 

ECT) 

Board Exam 

Scope (for ECE) 

Mathematics, 

Electronics 

Engineering, and 

Communications 

Engineering 

Mathematics, 

General 

Engineering and 

Applied Sciences, 

Electronics 

Engineering, 

Electronics 

Systems 

Technologies 

Effectivity Repealed by RA 

9292 

Still in effect 

 

Electronics Engineering (ECE) is distinct from Electrical 

Engineering (EE) per regulation of the Professional 

Regulation Commission of the Philippines while both 

professions are recognized by the Philippine Technological 

Council (PTC) and accepted both in ASEAN and APEC 

Engineer Register.  

 

D. The Department of Information and Communications 

Technology (DICT)
[15][22]

 

 

The Department of Information and Communications 

Technology (DICT) is the National Government Agency 

(NGA) in the Philippines that executes ICT policies, plans 
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and agenda. It is also the NGA championing ICT drives and 

partnerships among stakeholders.  DICT was created in 2016 

when agencies such as Information and Communications 

Technology Office (ICTO), National Computer Center 

(NCC), National Computer Institute (NCI), 

Telecommunications Office (TELOF), National 

Telecommunications Training Institute (NTTT), and all 

operating units of the Department of Transportation and 

Communications (DOTC) with functions and responsibilities  

dealing with communications were abolished. These 

abolished agencies have its powers and functions, budget, 

records, properties, and personnel transferred to DICT. The 

names of these abolished agencies are reiterated in this paper 

in order to provide references to the ICT Roadmaps discussed 

(offices were reorganized together with the workforce in the 

organization). The scope and limitation discussed about 

DICT are its roles in perspectives of ASEAN and APEC. 

Specifically, one of the Mission of DICT is: 

“Be the enabler, innovator, achiever and leader in pushing 

the country’s development and transition towards a 

world-class digital economy.”     

   It is clearly defined in its Mission that Philippine ICT 

Roadmap is gearing towards globalization. Referring to Fig. 

1, Venn Diagram is used to represent the interrelationships of 

RA 9292, RA 10844, and International Benchmark 

(ASEAN/APEC). However, not all DICT programs and 

projects involve Electronics Engineering Profession. One 

example is the APEC Accountability Agent by the National 

Privacy Commission (NPC)
[23]

. Pursuant to RA 10844, NPC 

together with the National Telecommunications Commission 

(NTC), and Cybercrime Investigation and Coordinating 

Center (CICC) are attached agencies of DICT. Moreover, 

there are ECE practitioners employed in DICT but do not 

undergo ASEAN/APEC Benchmarking. Plantilla positions in 

DICT requiring ECE license are Engineers and IT Officers. 

Furthermore, there are ECE practitioners who undergone 

ASEAN/APEC Benchmark but neither employed or 

associated with ICT. 

On the other hand, Section 10 of RA 10844 clearly states that 

at least one of the Assistant Secretaries shall be a licensed 

Professional Electronics Engineer (PECE). The Assistant 

Secretary is the third in-line of DICT hierarchy (Secretary 

being the highest position, followed by Undersecretary then 

by Assistant Secretary). 

 

 

 

 

 

 

 
Fig. 1Venn Diagram Representation of 

Interrelationships of Philippine Electronics Engineering 

(ECE) Law, Philippine DICT Law and International 

Benchmark (ASEAN/APEC Engineer Registry) 

 

 

 

 
Fig. 2 DICT Hierarchy indicating the level of the 

Assistant Secretary (in which at least one of position shall 

be a Professional Electronics Engineer) 

discussion  

Referring to previous sections, Electronics Engineering 

(ECE) profession has vital roles in the ICT roadmap before, 

during and after Covid-19 pandemic as well as disaster risk 

reduction management 
[3][24][25]

.    
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Fig. 3 “Digital Convergence” indicating the how 

information technology and communications technology 

converge each other with respect to time. 

 

 

Likewise, government offices in-charge with Computers and 

Communications undergone convergence. This clearly 

indicated that ICT is neither limited with computer 

(information) technology alone nor communications 

technology alone. This convergence of government offices 

coincides with historical digital convergence as well as 

APEC and OECD studies 
[26]

. 

 

 
Fig. 4 Convergence of Philippine Government Offices 

In-Charge with Computers and Communications 

 

Upon discussion of both ASEAN and APEC perspectives of 

ICT together with the roles of Electronics Engineering 

(ECE). Likewise, government offices in-charge with 

Computers and Communications undergone convergence. 

This clearly indicated that ICT is neither limited with 

computer (information) technology alone nor 

communications technology alone. This convergence of 

government offices coincides with historical digital 

convergence as well as APEC and OECD studies 
[26]

.  

The 2006-2010 ICT Roadmap of the Philippines focused on 

Community e-Centers (CeCs) that aimed to reach out the 

marginalized sectors and other stakeholders down to 

grassroots levels while globalization was also pronounced 
[27]

. Reaching out various sectors fulfills the Gender and 

Development (GAD) agenda. Empowering these sectors 

through digital literacy and capacity building enables them to 

be an economic contributor.  This roadmap also aimed to 

create laws to strengthen ICT drives as well as updating old 

laws (including the abolition of NCC and Telof when DICT 

was created in 2016). However, there was no provision for 

Electronics Engineering profession despite of existence of 

RA 9292 and ASEAN / APEC Engineer Register. Moreover, 

there are many experienced Electronics Engineers in the old 

agency named Telecommunications Office (Telof) and 

considered permanent employees. Furthermore, even the 

National Broadband Plan was pronounced, the provision for 

backbone infrastructure was not included. In 2011, the 

Commission on Information and Communications 

Technology was renamed “Information and Communications 

Technology Office (ICTO)” Consequently, ICTO became an 

attached agency of the Department of Science and 

Technology (DOST). With ICTO being attached to DOST, 

research and development (R&D) agenda can be in future 

ICT roadmaps. 

The 2011-2015 ICT Roadmap of the Philippines had 

included Institute of Electronics Engineers of the Philippines 

(IECEP) as one of its stakeholders 
[28]

. In addition, the roles 

of Philippine ICT in ASEAN was pronounced and elaborated 

while APEC was also mentioned. Under this roadmap, CICT 

is now transforming into DICT in order to obtain its own 

statute/charter. On the other hand, when CICT became ICTO, 

another roadmap was created entitled “The Philippine 

Roadmap for Digital Startups, 2015 and Beyond”. In this 

2015 roadmap, engineering disciplines were now emphasized 

as these are essential in creating startups. 

ICTO, CICT, NCC and Telof were abolished when DICT 

was created in 2016. However, the functions and personnel of 

these abolished agencies were just transferred to DICT. The 

Philippines finally launched the Strategic Engagement and 

Collaboration to Undertake a Reliable and Efficient 

Government Internet (SECURE GovNet) project on 

November 2017
[29]

. The author of this paper is the Focal 

Person of SECURE GovNet project and collaborated with 

expatriates as well as other government stakeholders. Once 

the infrastructure commenced operation, appropriate 

technology management is necessary. Moreover, Technology 

Management (TM) is one of the skills stipulated in the 

competency standards for ASEAN Engineers 
[30]

.          
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Table 9 Number of Registrants in the ASEAN 

Engineering Register per Country (subject to changes) 
[9]

 

Member States Number of Registrants 

Brunei 45 

Cambodia 475 

Indonesia 525 

Laos 12 

Malaysia 2182 

Myanmar 362 

Philippines 1214 

Singapore 38 

Thailand 39 

Viet Nam 261 

 

Referring to Table 9, if there are one thousand two hundred 

fourteen (1214) registered engineering practitioners from the 

Philippines and there are thirteen (13) engineering disciplines 

representing the Philippine Technological Council, there are 

only around ninety-three (93) Electronics Engineering 

practitioners with the assumption of equal distribution of 

disciplines in the roster. This date indicate that even Filipino 

ECEs are vital in ASEAN ICT perspectives, the number is 

smaller compared with Malaysia. However, relative other 

ASEAN Member States, Philippines ranked second highest 

in the number of registrants. On the other hand, Table 10 

indicates the number of registrants in the APEC Engineer 

Registry per participating Member Economies. 

 

Table 11 PTC Report on APEC Engineer Registry as of 

January 2020 (subject to changes) 
[20]

 

Member Economy Number of Registrants 

Indonesia 26 

Malaysia 341 

Philippines 133 

Singapore 12 

Australia 10000+ 

Canada 16 

Chinese Taipei 80 

Hong Kong China 54 

Japan 2589 

Korea 562 

New Zealand 1472 

Russia 30 

United States 334 

Thailand 244 

 

CONCLUSION 

The ICT Roadmaps of the Philippines continue to evolve in 

order to keep abreast with technological changes and 

disruptions. The are many laws in the Philippines pertaining 

with ICT which are aligned with ASEAN and APEC 

benchmarks while there are some laws needed to be updated. 

However, updating, amending, and / or repealing laws might 

be strenuous as this requires time, resources and efforts. In 

order to mitigate these issues, some non-government 

organizations spearhead engineering mobility (e.g. ASEAN 

Federation of Engineering Organisations and APEC – 

International Engineering Alliance). However, engineering is 

still a broad profession consisting of various disciplines in 

which ICT is under the scope of practice of Electronics 

Engineering (ECE). Moreover, ECE has still various scopes 

of practice aside from ICT. Furthermore this paper focused 

on ASEAN/APEC perspectives of Philippine ICT Roadmap 

in order to gauge the benchmark of engineering practices. 

ICT roadmaps of the Philippines also encompass the 

following but not limited to: digital literacy, capacity 

building, and providing equitable access. These functions of 

DICT are indeed associated with Electronics Engineering 

(ECE) profession. Specifically, the ICT sector not directly 

associated with ECE is called ICT-Enabled Sectors. Both 

ICT-Enabled Sectors and ICT Sectors were defined by RA 

10844. Table 12 indicates some examples of both ICT 

Enabled Sectors and ICT Sectors. 

 

Table 12 Examples of ICT Enabled Sectors and ICT 

Sectors 

ICT Enabled Sectors ICT Sectors 

HR Tasks Telecommunications 

Finance Broadcasting 

Education Sectors EXCEPT 

to those having Technical 

Disciplines such as 

Engineering  

Programming / Networking / 

Computer Hardware and 

Software 

          

It was stated in this paper that Philippine ICT Roadmaps 

focus also community connectivity and digitalization.  These 

ICT enabled skills help the participants to be globally 

competitive in their respective fields of expertise in the ICT 

Enabled Sectors. Table 13 indicates the number of people 

obtained ICT enabled skills upon completing DICT program 

named Rural Impact Sourcing (RIS, later rebranded to Digital 

Jobs). It is notable that in year 2020, online workers increased 

significantly due to WFH schemes implemented when 

pandemic struck (year 2020*). Moreover, data in Table 13 

covers only Regions 3 and 4A of the Philippines 
[24]

. 

 

Table 13 Number of DICT Trainees Who Obtained 

Online Jobs After Undergoing Digital Jobs Training 

Program 

Year Number of Trainees Who 

Obtained Online Jobs 

2017 40 

2018 53 

2019 51 

2020* 91 
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Fig. 5 Plot of Number of Trainees versus Year Time 

Lapse 

 

The correlation coefficient is 0.876 which seemed a positive 

correlation of trainees who got online jobs (either freelancing 

or in IT-BPM companies) and the progression of year 

especially during the pandemic. The data for 2021 is not yet 

available as the training is still in progress. With this positive 

correlation, online workers both ICT Sectors and ICT 

Enabled Sectors may significantly increase. With this 

expansion, improvement of ICT infrastructures is necessary 

creating challenges and opportunities for the electronics 

engineering practitioners 
[24]

.         
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Abstract 

Online learning and knowledge sharing are now the trends in an educational setting.  Educational online learning will fill the 

gap in getting the necessary knowledge about financial literacy.  Students are encouraged to be financially literate to 

appreciate their purpose in life.  The study focused on website development and evaluation for Higher Education 

Institutions' students to appreciate and internalize the value of financial literacy, including saving, spending, and investing.  

The experimental research was utilized and focused on the processes involved in developing the system.  This study 

employed data analysis, online data gathering and used website validation, evaluation performance, and website 

deployment. A total of 145 respondents evaluated the web application.  Results showed that all the pages passed the required 

tests. Further, the website's performance evaluation is based on the Website Evaluation Questionnaire (WEQ) criteria 

through randomly sampled respondents and obtained a numerical rating of 4.07, which exceeded expectations in descriptive 

terms. Therefore, the developed website could serve as a helpful tool in learning financial literacy. 

 

Keywords 

Information and communication technology, financial literacy, web-based, learning application, savings, proper spending, 

investing. 

 

1. INTRODUCTION 

Financial education remains a significant challenge in the 

global arena because financial crises affect the national 

economy. Moreover, global financial literacy confirmed poor 

economic behavior affects individuals and the global 

economy across developed and developing countries [1]. 

 

Financial literacy is essential because it influences people to 

save, borrow, invest, and manage their financial affairs.  It 

helps to improve the quality of financial service and 

contribute to economic growth and development [2].  

Financial education and behavioral intervention are crucial in 

shaping good money management skills [3]. Learning plays a 

vital role in establishing student financial literacy through 

teaching methods, media, and learning resources planned 

under a competency that provides skills in finance [4].   

 

The State recognizes the country's growth and potential 

through financially literate people who make sound financial 

decisions, mobilize savings, and contribute ideas on 

improving economic and monetary policies and 

programs.  Financial literacy plays a vital role in financial 

decision-making that helps financially literate people better 

plan retirement [5]. However, the Organization for Economic 

Co-operation and Development surveys, 30 countries' 

financial literacy levels are low in financial knowledge, 

financial attitude, and financial behavior [6].  The 

educational programs and testing tools are important to 

upgrade the financial market, learn to manage personal  

 

finances, and choose financial services effectively. People's 

lives experience financial loss due to extravagant spending 

and consumption, unwise use of money.  Financial capability 

is related to their ability to manage money [7].  The 

Philippine government developed a control measure to 

optimize improving financial literacy.  The RA No. 10922, an 

act, declares the State's policy to create national 

consciousness on economic and financial literacy by 

announcing the second week of November of every year as 

"Economic and Financial Literacy Week." 

 

Students should be exposed to money and financial 

decision-making.  The digital natives of today's generation 

and generation Z strive to be financially savvy.  

Understanding Generation Z financial literacy significantly 

influences their gender [8]. Digital financial literacy is 

emerging as a key enabler involving a set of knowledge, 

awareness, and abilities, including aspects of financial 

literacy and digital literacy [9]. Financial attitudes affect 

financial behavior and can mediate the influence of financial 

knowledge on financial behavior, which forms good 

intentions in the finances of individual behavior [10]. People 

must have the financial literacy to manage their personal 

finance well [2].     

 

Students face a complicated financial decision in spending 

their money and allowances, especially today that online 

shopping is the trend, attracting people to increase more than 

usual. Students are advised to continue to improve their 

financial literacy to improve financial management that can 

lead to investment [11].  Financial literacy will make the 
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individual more selective in financial decision-making. There 

is a need and benefit of improving financial literacy to make 

individuals less financially fragile [12]. It positively 

influences savings decisions [13], and it is essential to 

understand the relationship between financial behavior and 

decision-making [14]. 

 

We can't blame our income for our financial problems 

because its primary cause is the absence of financial literacy, 

which causes issues in financial management such as 

financial planning and misuse of credit [15]. The limited 

knowledge about financial literacy may lead the students to 

become involved in financial problems during school life, 

which significantly affects their present and future family and 

professional life.  The emergence of financial issues is not 

only due to a low level of income but can also come from a 

person's lack of knowledge in managing their finances [4].  

Many people do not understand finance, so they cannot 

manage finances properly [16].  

 

There is a need to improve students' financial skills because 

most parents suffer from economic challenges, loans, debt, 

and financial illiteracy.  Because of that, financial education 

is one promising way to improve the financial capacity of 

students.  Literacy helps an individual's knowledge and 

expertise towards finance and shapes a financial attitude 

towards money, behavior, financial planning, and ability to 

control their finances [17]. A financial literacy model is 

needed for financial education, and it is essential to 

understand the educational impact and barriers to effective 

financial choice [18].   The faculty has a role in providing 

proper skills and knowledge on managing students' financial 

resources effectively for financial security and developing 

supplementary materials for students to help them manage 

their finances. The paper provides information that financial 

literacy is the relevance of art-based instruction to social 

education and financial education affecting teachers [19]. 

 

Technological developments influence education, the 

development of online learning or e-learning has significant 

developments on financial management  [20]. The 

development of web-based application play a vital role in 

providing financial knowledge that is interactive and flexible. 

The study aims to develop a web-based learning tool for 

students of Higher Education Institutions and improve the 

financial literacy of tertiary students, specifically those 

beneficiaries of the government allowance program. This 

application would be a great help for the students to be 

financially literate to help solve financial capability by using 

available technology. E-learning and financial literacy are 

currently running, and lifestyle significantly affects financial 

literacy [20]. The system will serve as a good platform for 

providing valuable and educational information to the 

students.  The system can provide lessons, videos, webinars, 

and activities. 

 

Furthermore, this study aims to provide a more profound 

understanding of money and its use in daily life. It includes 

how income and expenditure are managed and the ability to 

use the standard methods of exchanging and managing 

money. Lastly, financial literacy consists of understanding 

everyday situations that need to be understood, such as credit 

and appreciation of savings and borrowings and investing. 

The study developed and evaluated the Financial Literacy 

Web-based Learning Application Tool for Students of Higher 

Education Institutions.  Specifically, the study aims to 

achieve the following objectives: 

1. Develop an appropriate Web-based Learning 

Application for Financial Literacy with informative 

digital materials, supplementary Learning Material, 

and open communication. 

2. Test and improve the developed website based on 

Website Evaluation Questionnaire (WEQ) standards, 

and 

3. Evaluate the performance of the developed 

Web-based Learning Application for Financial 

Literacy in terms of ease of use, hyperlinks, structure, 

relevance, comprehension, completeness, layout, and 

search option. 

II. METHODS 

System Architecture 

The system's architectural design is shown in Figure 1, which 

describes the system's overall structure and how the 

significant components interact. 

 
Fig. 1. The architecture of the Financial Literacy 

Web-based Learning Application Tool 

In this system, the users are the students or Higher Education 

Institutions. The user submits information online, and then 

the system saves it on the database. Online login is needed to 

monitor the students using the system. The admin provides 

all the necessary resources for the user. The proposed system 

aims to identify the students' level of knowledge and provide 

better intervention. The researchers developed a web-based 

system that uses cloud computing. Various Google 

applications were utilized as a service provider and for the 

overall presentation of the system functions. Utilized the 

Google Chart to display the number of users while Google 

Calendar was for date and time. There are two primary users 

of the system. The regular users are the teachers who are 

responsible for the updating of lessons. Each teacher user has 

an account that the admin created. The admin and user have a 

separate system interface. Some of the functions in the user's 

pages are similar except for the admin, which holds complete 

access to the system's features. 

The System Components 

The system aims to provide helpful information and insights 

about financial literacy. These will guide them in seeking 

information about financial literacy, money, proper spending, 

savings, and investing. The web-based system uses cloud 
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computing, and Google applications were utilized as a 

service provider for the system. The use of a client and server 

framework holds the database and uses MySql as its server 

scripting language. The client is any computer that accesses 

the internet. The primary users of the system are the students 

and teachers who are authorized to use the system. The 

system requires them to input their information to the Sign-up 

page for monitoring purposes. The website has four major 

components, specifically, the "Lessons," the "Videos," the 

"Activities," and the "Information." The "Lessons" contains 

related information about financial literacy education, 

money, earning, proper spending, and investing. It is based 

on the available resources online.  

 

The "Videos" are combinations of animations, motion 

graphic videos, screencast videos, and live-action 

screencasts. The "Activities" is the practice assessment for 

students to help them assess their capabilities and skills. The 

website can generate specific results provided the users 

choose from the given options, and the changes made by the 

user will only apply until the user logs out or closes the 

browser.  

 

A financial literacy application is a web-based application 

accessible to students and faculty interested in learning and 

gaining knowledge about financial learning.  

 

Project Development 

The proponents deliver the project by the following standard 

development life cycle program. The study used the System 

Development Life Cycle model for project development. The 

process consists of the following steps: Analysis, Designing, 

Coding, Testing, and Implementation of the output project. 

 

The analysis gathers needed data from students about saving 

money, spending their parents' allowances, and prioritizing 

spending their money. The accuracy of data and information 

for the system is necessary to meet the project set objectives. 

The proponents utilized interviews, surveys, and 

reading-related materials, the essential processes to gather 

crucial input requirements to gain the project set goals.  The 

designing stage includes Context Diagram, and a storyboard 

is used as a guide in developing all the features required by 

the system. These served as the basis for the number of forms 

or windows that the plan contained. The coding involved 

designing and coding the website.  

 

The proponents browse the internet, research-related 

information, and search for the codes and designs from the 

internet and libraries for the physical and logical structure. 

The Hypertext Preprocessor (PHP) is the scripting language 

used in coding the web-based application.  During the 

development of the system (Development of a Web-based 

Application), the website undergoes a series of testing 

procedures and is evaluated by experts and end-users. An 

open-ended evaluation of the system was utilized and 

answered to get pertinent comments and recommendations 

for the study's success. Implementation is the step-by-step 

procedure for the deployment of the system. 

 

The web-based application is used in website development 

based on the students' needs from Occidental Mindoro State 

College.  The research employed the research designs in 

developing the Financial Literacy application. The 

experimental study focuses on the processes involved in 

developing the system to identify the appropriate and 

well-structured format suitable for end-users.  

 

The researcher administered an assessment among faculty 

members, students, and Occidental Mindoro State College 

experts for the website's validation. Moreover, the website 

development's content and information were assessed 

through the validated survey questionnaire by peers and 

experts in the field. The application was evaluated by 145 

students from Occidental Mindoro State College, AY 2021 – 

2022. They were randomly selected using simple random 

sampling.  

 

Research Design 

The researcher used the descriptive method of research 

utilizing the developmental study. The descriptive 

developmental study was used to attain the desired evaluation 

of the developed Financial Literacy Web-based Learning 

Application Tool. 

 

The study used the descriptive research method through the 

survey technique.  It aims to describe the prevailing 

conditions of people, events, or phenomena. As a result, the 

Website Evaluation Questionnaire was adopted and used to 

assess Financial Literacy Web-based Learning Application 

Tool for Students. 

 

Sources of Data 

Questionnaires utilized were the Website Evaluation 

Questionnaire (WEQ) instrument, one of the websites' most 

popular evaluation tools. It was developed by the Human 

Factors Research Group (HFRG) in 1999 (Claridge and 

Kirakowski, 2011).  

 

The study was developed Financial Literary Web-based 

Learning Application Tool.  It was administered to 

Occidental Mindoro State College students and faculty 

during 2021 – 2022. 

 

Statistical Treatment of Data 

Mean was used to determine how the student-respondents 

evaluated the website using ease of use, hyperlinks, structure, 

relevance, comprehension, completeness, layout, and search 

option. 

III. RESULT AND DISCUSSION 

Project Description and Structure  

  The Web-based Financial Literacy Application created a 

useful online tool for students that consisted of different 

buttons, navigations, images, links, and text. In addition, the 

website aimed to update, evaluate the current and subsequent 

learning tools and environment for students through videos, 

lessons, activities and provide valuable and informative 

information through a webinar.  The application was 

composed of a home page that can be viewed online using a 

different browser like Google Chrome, Bing, Mozilla 
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Firefox, Torch and Internet Browser, and the like. Besides, 

the application is compatible with a personal computer, 

laptop, and mobile phone. 

  

Website Evaluation 

Evaluated the website's performance for ease of use, 

hyperlinks, structure, relevance, comprehension, 

completeness, layout, and search option.  There were 145 

randomly selected students who evaluated the website.  All 

the criteria provided were considered as an essential aspect of 

website development. Every component needs to work 

quickly and correctly.  

 

The site worked as expected, including forms, site search, 

and hyperlinks. In addition, the negative statements were 

tabulated and converted into positive values to inverse the 

result for the tabulated data for more precise interpretation. 

 

Table 1 shows the result of the website's appropriate 

placement, navigation, and environment manipulation. Ease 

of use represents the totality of the site in terms of its 

presentation, design, environmental manipulation, and 

information content.  Two (2) items were evaluated as 

Extremely Useful. At the same time, the website's difficulty 

is moderately helpful (3.10), and the overall ease of use 

means 3.90, which shows that the respondents quickly find 

what they are searching for. Therefore, they appreciate the 

overall usefulness of the website. 

Table 1.  The ease of use of the Financial Literacy 

Web-based Learning Application Tool for Students of 

Higher Education Institutions. 

Ease of Use Mean Descriptive 

Rating 

I find this website easy to use. 4.30 Extremely 

Useful 

I consider this website 

user-friendly. 

4.30 Extremely 

Useful 

I had difficulty using the 

website. * 

3.10 Moderately 

Useful 

Overall Mean 3.90 Very Useful 

                          

Table 2 shows the result of the evaluation of the website 

hyperlink. It gained a mean score of 4.15. Providing good 

quality information helps the user provide Very Satisfied 

results. Hyperlinks are essential to reference a document in 

another document.  The website hyperlinks connect pages 

and other resource information such as images, videos, and 

buttons. In addition, hyperlinks help the user be interested in 

manipulating the sites. 

Table 2.  The Financial Literacy Web-based Learning 

Application Tool for Students of Higher Education 

Institutions are hyperlinks. 

Hyperlinks Mean Descriptive 

Rating 

1. The homepage directs me 

towards the information I 

need. 

4.50 Extremely 

Satisfied 

2. The homepage immediately 

points to the information I 

4.40 Extremely 

Satisfied 

need. 

3. It is unclear which 

hyperlink will lead to the 

information I am looking for. 

3.50 Very Satisfied 

4. Under the hyperlinks, I 

found the information I 

expected to find there. 

4.20 Extremely 

Satisfied 

Overall Mean 4.15 Very Satisfied 

 

Table 3 presents the evaluation result concerning the 

website's structure. It shows that the information needed is 

easy to find, which obtained a mean score of 4.30 interpreted 

as Extremely Satisfied.  The redirection of the website (4.10) 

and the structure of the website is clear (4.40) were also 

interpreted as Extremely Satisfied, while the website 

convenience helps find information easily (4.40) were 

interpreted as Extremely Satisfied.   The overall mean of 

4.30, which is extremely satisfactory, shows the structure is 

valuable from the homepage, category, tags, and pages 

interconnectivity. 

 

Table 3.  The Financial Literacy Web-based Learning 

Application Tool structure for Students of Higher 

Education Institutions. 

Structure Mean Descriptive 

Rating 

1. I know where to find the 

information I need on this 

website. 

4.30 Extremely 

Satisfied 

2. I was constantly being 

redirected to this website 

while I was looking for 

information. 

 

4.10 Very Satisfied 

3. I find the structure of this 

website clear. 

 

4.50 Extremely 

Satisfied 

4. The convenient setup of the 

website helps me find the 

information I am looking for. 

4.20 Extremely 

Satisfied 

Overall Mean 4.15 Very Satisfied 

 

Table 4 revealed that the results for relevance are all 

Extremely Relevant and the overall mean score was 4.40. The 

result shows that the website performs well per the 

respondents' expectations.  The website provides a good user 

experience that makes them accessible and navigates easily 

to needed information. In addition, the tools and content of 

the site meet the user's requirements, and the users considered 

the website as compact, coherent, sequential, and logical. 
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Table 4.  The relevance of the Financial Literacy 

Web-based Learning Application Tool for Students of 

Higher Education Institutions. 

Relevance Mean Descriptive 

Rating 

1. I find the information on 

this website helpful. 

4.50 Extremely 

Relevant 

2. The information on this 

website is of little use to me 

 

4.30 Extremely 

Relevant 

3. This website offers 

information that I find useful 

4.40 Extremely 

Relevant 

Overall Mean 4.40 Extremely 

Relevant 

 

Table 5 shows the comprehension performance of the 

website with an overall mean of 4.17 indicates that the 

website is easy to use and understand.  The website obtained 

a very satisfactory rating because it is language and 

information they can easily trace the information they are 

looking for. In addition, the icons and links are well 

organized and easy to access.   

 

Table 5.  The comprehension of the Financial Literacy 

Web-based Learning Application Tool for Students of 

Higher Education Institutions. 

Comprehension Mean Descriptive 

Rating 

1. The language used in this 

website is clear to me. 

4.60 Extremely 

Satisfied 

2. I find the information on 

this website easy to 

understand. 

4.50 Extremely 

Satisfied 

3. I find many words on this 

website difficult to 

understand. * 

3.40 Very Satisfied 

Overall Mean 4.17 Very Satisfied 

 

Table 6 shows the completeness performance of the website 

with an overall mean of 3.93 indicates that the website is 

complete. Thus, the website obtained a very satisfactory 

rating because it provides sufficient information on financial 

literacy.    

 

Table 6.  The completeness of the Financial Literacy 

Web-based Learning Application Tool for Students of 

Higher Education Institutions. 

Completeness Mean Descriptive 

Rating 

1. The website provides me 

with sufficient information. 

4.50 Extremely 

Complete 

2. I find the information on 

this website incomplete. * 

3.20 Moderately 

Complete 

3. I find the information on 

this website precise. 

4.10 Very Complete 

Overall Mean 3.93 Very Complete 

 

Table 7 shows the layout performance of the website with an 

overall mean of 3.83, indicating that the website is appealing 

and looks attractive.  The website obtained a Delighted result 

since the layout is simple, clean, and designed to draw 

attention to the user. In addition, the website is well 

presented, and its content is well organized, including the 

menu options and its elements. The design and links are well 

organized and easy to access.   

 

Table 7. The layout of the Financial Literacy Web-based 

Learning Application Tool for Students of Higher 

Education Institutions. 

Layout Mean Descriptive 

Rating 

1. I think this website looks 

unattractive. * 

3.00 Moderately 

Satisfied 

2. I like the way this website 

looks. 

4.23 Extremely 

Satisfied 

3. I find the design of this 

website appealing. 

4.20 Extremely 

Satisfied 

Overall Mean 3.83 Very Satisfied 

 

Table 8 shows the search option performance of the website 

with an overall mean of 4.07 indicates that the website is easy 

to navigate and manipulate. Thus, the website obtained a very 

satisfactory rating because it is helpful in the sense that even 

they utilized the site for the first time, they can easily trace 

the lessons they are looking for. In addition, the icons and 

links are well organized and easy to access. 

 

Table 8. The Financial Literacy Web-based Learning 

Application Tool for Students of Higher Education 

Institutions is the search option. 

Search Option Mean Descriptive 

Rating 

1. This website's search 

option helps me find the 

correct information. 

4.40 Extremely 

Satisfied 

2. The search option on this 

website gives me valuable 

results. 

4.40 Extremely 

Satisfied 

3. The search option on this 

website gives me too many 

irrelevant results.* 

3.40 Very Satisfied 

Overall Mean 4.07 Very Satisfied 

 

Table 9 shows the summary results for the Financial Literacy 

Web-based Learning Application tool for students. The 

respondents obtained exceeded expectations on the eight 

different criteria used in the evaluation of the site.  The mean 

score of 3.90 for ease of use signified that the website was 

simple but attractive and had relevant information.  The 

hyperlinks obtained a mean score of 4.15, which showed that 

the site was easy to navigate and manipulate.  The 

respondents considered the site structure helpful with a mean 

of 4.30 due to the proper presentation of links, space, 

navigation, icons, and image locations. 

 

The system's relevance achieved an overall mean of 4.40, 

which signified that the system performed the tasks required, 

provided comfort and convenience to the respondents.  
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Comprehension obtained an overall mean of 4.17. The result 

proves that the system used effective coding languages, 

which is essential and significant to attain the objectives of 

the site that provide a significant impact on the users.  The 

result for the website's completeness is 3.93, while the layout 

is 3.83.  The search option is 4.07, interpreted as exceeding 

expectations. 

 

Summary of website performance evaluation results shows 

that relevance got the highest mean of 4.40 and was 

interpreted as greatly exceeding expectations and structure 

with a mean of 4.30. The rest of the criteria were all evaluated 

as exceeding expectations. Therefore, the system can be one 

of the tools that help students interact, communicate, share 

information and resources that lead to learning. 

 

Table 9.  Qualitative Interpretation of the Financial 

Literacy Web-based Learning Application Tool for 

Students of Higher Education Institutions. 

Criteria Mean Descriptive Rating 

Ease of Use 3.90 Exceeded Expectations 

Hyperlinks 4.15 Exceeded Expectations 

Structure 4.30 Greatly Exceeded 

Expectations 

Relevance 4.40 Greatly Exceeded 

Expectations 

Comprehension 4.17 Exceeded Expectations 

Completeness 3.93 Exceeded Expectations 

Layout 3.83 Exceeded Expectations 

Search Option 4.07 Exceeded Expectations 

Grand Mean 4.07 Exceeded Expectations 

 

IV. CONCLUSION 

Every year, the number of graduates produced by Higher 

Education Institutions (HEI) increases.  The scenario is that 

the number matches job opportunities in the industry.  The 

study provides valuable information about the graduate 

employment status, forecasting, visualization, and the 

exploration of classifiers algorithm to analyze the graduate 

employability in government, non-government 

organizations, self-employed, and unemployed. 

In consideration of the objectives of the study and the results 

of testing and evaluation carried out, derived the following 

conclusions: 

 

1. The Financial Literacy Web-based Learning Application 

Tool for students of HEIs was successfully designed. It has 

well-represented digital information; it can upload different 

files as supplementary learning material, and it can 

communicate easily through comment spaces and buttons. 

2. The developed website is compliant with Website 

Evaluation Questionnaire (WEQ) standards in terms of 

attractiveness, controllability, efficiency, helpfulness, and 

learnability as validated by respondents in the test results, and 

3. The respondents' evaluation of the website "Exceeded 

Expectations" proved that the website could be a valuable 

educational tool in financial literacy education and learning.  

 

V. RECOMMENDATIONS 

The utilization of the Financial Literacy Website was highly 

recommended to both the faculty and students of Occidental 

Mindoro State College. Likewise, the web application can 

also be disseminated through an extension program to 

provide additional knowledge and information to the 

Out-School Youth (OSY) and even to the Senior High School 

students in the whole province of Occidental Mindoro.         
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Abstract 

In this research, 30 rice farmers were examined to investigate the effect of muddy terrain on lower extremity loadings during 

planting chores associated with rice production. A comparison was made against the force loadings on each lower extremity 

joint when rice cultivating on a flat, firm surface (rigid ground; "no-force") and muddy terrain (mud-force) using 3D Static 

Strength Prediction Program (3DSSPP). This research choses the toe-off stage of gait for the study since this is when a 

person raises their right foot off the work surface while planting. Each farmer's tensile viscosity force of mud was calculated 

individually. The study's findings indicate that muddy working surfaces place an increased load on lower extremity joints. 

The strain on all joints was found to be much greater in the mud-force condition than in the no-force condition (p<0.05). 

According to the descriptive data for the lower extremity joints, the tensile force of the right and left ankles rose by a ratio of 

1.03 to 2.46 times. This study may result in reworking the work-rest schedule and designing an assistive device to decrease 

lower extremity harm caused by working in a muddy work environment. 

 

Keywords 

Biomechanical loads, Work environmental hazard, Musculoskeletal disorders, Muddy work environment, Lower extremity 

injury, Rice planting process 

 

I. INTRODUCTION 

Rice is the predominant carbohydrate source in the majority 

of Asian countries. Rice consumption is lower in countries 

outside of Asia, including the United States, Australia, and 

Europe, according to the International Rice Research 

Institute (IRRI). Indonesia will be the fourth largest milled 

rice producer in the world by 2021, according to Mundi Index 

[1]. The Indonesian Central Bureau of Statistics (BPS) 

reported that rice production increased by 0.08 percent from 

2019 to 2020 [2]. Rice production and consumption are both 

predicted to increase in the future. As a result of this growth, 

the necessity for a safe and healthy working environment for 

rice farmers becomes critical in order to ensure labor 

availability. 

Musculoskeletal disorders (MSDs) are prevalent among rice 

farmers and might manifest in any part of the body within a 

year [3]. Rice farmers are the four most frequent outpatients. 

Over 95% of rice farmers suffer from MSDs or accidents, and 

95% have chronic pain. Lower extremity MSDs are prevalent 

among rice farmers. Previously, the prevalence of lower 

extremity musculoskeletal disorders (MSDs) was believed to 

reach between 10% and 41% [5]. Other rice growers 

experienced hip discomfort at a rate of 41%, knee pain at a 

rate of 35.44 percent, and ankle and foot pain at a rate of 10.3 

percent [3]. Rice farmers had a higher prevalence of lower 

extremity MSDs than those in other manual jobs [6].  

MSDs can be discovered at every stage of the rice cultivation 

process, from plowing to seeding, planting, and nursing. Rice 

planting has been shown to produce lower extremity pain and 

ergonomic problems [7]. The knee bends and the right arm is 

extended away from the body in an extreme forward bent and 

twisted position to plant rice sprouts below the knee. This 

pose is completed by holding a bundle of rice sprouts in the 

left hand. Lower extremity loading is increased as a result of 

an unpleasant position and excessive exertion [8-9]. As a 

result of exposure, this force produces tissue damage and 

inflammation. Prolonged exposure might result in pain, 

which can result in an decrease in productivity. Additionally, 

rice planting is typically carried out barefoot on muddy 

terrain. The viscosity of the mud increases the force loading 

on the lower extremity joints during the stepping phase due to 

the mud's density [12]. 

Mud requires a finite yield stress (i.e., the plot of shear stress 

versus shear strain does not intersect the origin) and is a 

non-Newtonian fluid in order to flow. When subjected to 

mild stress, it behaves like a solid, but when subjected to high 

stress, it behaves like a viscoplastic substance (Bingham 

plastic). When a farmer walks through mud, the farmer's 

lower extremity muscles must work harder due to the higher 

viscosity generated by their combined weight. The purpose of 

this study is to determine the effect of muddy ground on 

lower extremity loads associated with rice planting activity. 

The researchers compared the forces experienced by 

employees on a flat, solid surface to those encountered on a 

real work surface using force measurements at each lower 

extremity joint (muddy terrain). 

II. MATERIAL AND METHODS 

A. Participants 

Thirty experienced rice farmers (male and female, aged 38 to 

70) were chosen from a community of rice farmers in the 

Sewon subdistrict, Bantul District, Yogyakarta Province, 

Indonesia. Participation in this event needed at least one year 

of rice farming expertise. To be eligible for the trial, 
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individuals had to be free of lower extremity injuries or prior 

histories that would have impacted their alignment. 

Participants were not permitted to participate in the study if 

they had a prior medical history that could affect their lower 

extremity alignment.  

B. Description of the activity 

The figures 1 and 2 illustrate the instructions provided to 

participants to complete the simulated rice planting activity 

under two distinct conditions: without force and with 

mud-force (conducting task on muddy terrain). In this 

investigation, rice planting was conducted in an actual rice 

field. In both testing scenarios, farmers were asked to hold a 

rice sprout with an average weight force of 1.5 kg in the left 

hand and 0.15 kg in the right hand. A high-angle video 

camera was used to record every action throughout the 

planting performance simulation. Three perspectives of 

motion were filmed during the planting process (front, rear, 

and side). The sequence of the conditions was chosen at 

random at the commencement of the experiment. To simulate 

planting, the farmers were instructed by their instructors to 

use the right hand to force a tiny package of rice sprouts into 

the ground. Participants are instructed to take a step 

backward by raising and laying their right foot ere 

commencing the next row. Each participant was directed to 

take six steps backward and counterclockwise, then repeat six 

steps backward at a step length of 35 to 40 cm and a speed of 

60 beats per minute. The metronome was utilized to regulate 

the speed of upper-body mobility and steps during planting 

chores. Each condition required a total of four replications. 

To avoid having to redo anything or making a mistake, 

participants first practiced the movement rate and stepped 

length. This study established a 5-minute interval between 

conditions on the advice of [13]. Five minutes of rest or 

relaxation time was proven to be useful in alleviating muscle 

fatigue in a study.  

 

 
 

Figure 1. Simulated planting task performance without 

force condition (hard surface; without extra external 

force on feet) 

 

The depth of the mud layer was based on the average 

immersion depth of farmer's legs in the mud, namely 20 cm 

regained from direct measurements in the field. 

 

 

 

 

 

 

 

 
Figure 2. Simulated planting task performance with mud 

force (muddy terrain; including tensile viscous force on 

feet) 

 

C. Mud viscous force calculation 

Shear viscous force of mud were estimated with equation (1) 

as follows [14]: 

 

                                                        (1) 

A = 2πrh                                                         (2) 

 

Newton's shear viscous force, F, is used to determine the 

shear viscosity of mud. The average viscosity property of 

mud ( = 3598.07 Ns/m
2
) was determined using the 

Rotational Rheometer Gemini 200Hr nano during laboratory 

testing of dynamic shear force on samples (taken from the 

rice field). To estimate one geometry of each farmer's lower 

legs, it was assumed that the lower extremities were 

cylindrical objects. Thus, using the equation (2), the area of 

the lower extremities impacted by viscous force (A, m
2
) may 

be calculated. The velocity of a farmer's foot lifting out of 

mud is measured in meters per second using the Suunto 9 

Black wrist band (Suunto Oy, Finland). While l denotes the 

width of the fluid in meters perpendicular to the velocity, m 

denotes the volume of the fluid in cubic meters (equivalent to 

the radius of lower extremity, r, in this state). r is the radius of 

the farmer's lower extremities, which is determined from 

their leg radius measurements. Additionally, h denotes the 

lower extremity height, which is the average height of the 

farmer's legs settling into the mud. 

D. Force analysis on lower extremity joints 

Compressive and tensile forces were estimated on the right 

and left hips, knees, and ankles utilizing the 3D Static 

Strength Prediction Program version 6.0.6. (3DSSPP; Center 

of Ergonomics, University of Michigan). The static position, 

which happens when lifting the foot off the planting area, was 

the subject of this study. Each farmer's demographic 

information was entered into the 3DSSPP software. For all 

farmers, a bundle of rice sprouts weighted 15 N on the left 

hand and 1.5 N on the right hand. The forces exerted on each 

lower extremity joint are depicted in figures 1 and 2 under the 

no-force and mud-force circumstances (with and without 

tensile viscous force acting on the feet, respectively). All 
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external inputs were calculated using only vertical force 

inputs. 

E. Hypotheses 

Based on literature reviews, this study predicted an increase 

in loading on lower extremity joints when farmers conduct 

rice planting in muddy terrain, compared with flat rigid 

terrain. The reviews showed that the lower extremity joints 

stand a high risk of injury when exposed to muddy terrain 

conditions. 

F. Statistical analyses 

The independent variable used to conduct this study is the 

working surface conditions for rice cultivation, namely (1) 

rigid (baseline) and (2) muddy terrains. Meanwhile the 

dependent variables, which are response measures retrieved 

from 3DSSPP software, include forces acting on the right and 

left hip, knee and ankle joints. This research used a paired 

t-test to contrast biomechanical force on the lower extremity 

of farmers when they performed the planting task on both 

surfaces. Furthermore, the Shapiro-Wilk test was used for the 

normal distribution confirmation test for mud viscous force 

on each the lower extremity of farmers since the data set in 

this study was smaller than 2000. The analyses used the SPSS 

version 26.0 software (IBM Corporation) on a significance 

level of α=0.05. 

III. RESULTS  

G. Participants 

The demographic characteristics and descriptive statistics of 

the participants are shown in table 1, where eighty percent 

had a normal body mass index.  

 

Table 1. The demographic characteristics and descriptive 

statistics for the participant (n = 30) 

Characteristics N (%) Mean ± SD 

Sex   

     Male 11(36.67)  

     Female 19(63.33)  

Age (years)  56.33 ± 8.87 

Height (cm)  158.23 ± 

6.97 

Weight (kg)  54.58 ± 

10.29 

BMI  (kg/m
2
)  21.55 ± 3.77 

Working experience (years)  21.93 ± 

13.42 

 

H. Determination of farmer lower limb geometry and mud 

shear force 

The descriptive statistics for the determination of the right 

and left sides of farmers lower limb geometry and shear 

viscous force data are shown in the table 2. 

 

Table 2. Descriptive statistics of determination of farmer 

lower limb geometry and shear viscous force data 

 Male Female Total 

 Mean SD Mean SD Mean SD 

h 

(m) 

0.21 0.02 0.20 0.01 0.20 0.02 

v 

(m/s

0.17 0.07 0.16 0.08 0.17 0.08 

) 

r (m) 0.03 0.01 0.04 0.01 0.03 0.01 

A 

(m
2
) 

0.04 0.02 0.04 0.01 0.04 0.01 

F 

(N) 

416.5

4 

170.4

4 

356.5

0 

170.3

0 

378.5

2 

172.7

9 

 

The geometric data of lower extremity of the participants 

include height (h) and radius (r) of lower extremity, which 

ranges from 0.18 to 0.25 m and 0.01 to 0.05 m, respectively. 

The area of lower extremity (A) calculated for each 

participant resulted in values ranging from 0.01 to 0.06 m2. 

Meanwhile, the individual average speed of foot (v) captured 

based on video analysis ranged from 0.04 to 0.34 m/s. Based 

on equation (1), external shear viscous force acting on farmer 

lower extremity from walking on the mud (F) ranged from 

103.62 to 769.28 N. 

I. Biomechanical force analysis 

Biomechanical force analysis was conducted to determine the 

effect of force acting on lower extremity joints of farmers 

during the planting stage of rice cultivation. This force was 

calculated on lower extremity using the 3DSSPP software 

based on factors of gender, height, weight, posture, and 

external force, such as hand loads and mud viscosity. The 

results of Paired T-Test of biomechanical force between 

muddy work surface condition and flat hard condition are 

shown in figure 3. 

In this study, heavy weight led to increased leg immersing 

height (h) with a rise in the area of mud surface (A) and the 

viscous force acting on the leg (F). Correlation analyses were 

conducted to investigate the relationships among individual 

factors of weight, BMI, leg immersing height and area, foot 

lifting velocity, and biomechanical force on hip, knee, and 

ankle joints as shown in tables 3 to 8. 

The body weight and BMI indicated a positive correlation 

between mud force and the right and left sides of participants 

hips and knees. Subsequently, the height indicated a positive 

correlation between mud force and left hip and left ankles of 

participants. Furthermore, the velocity of foot lifting out of 

mud indicated a positive correlation between mud force to 

ankle (both right and left side) of participants. 

IV. DISCUSSION 

Differences in individual characteristics and foot lifting 

speed were due to the mud force acting on lower extremity 

parts of the participants. Based on equation (2), farmers with 

greater height of the legs settling in the mud tend to 

experience a more significant contact area with increased 

viscosity force. Therefore, it is positively correlated to weight 

of the individual [15]. Furthermore, farmers with more 

weight are likely to immerse deeper into the mud terrain, 

compared with those with less weight. Farmers with the 

ability to lift their legs out of the mud terrain with higher 

speed, then leads to greater dragging force thereby leading to 

mud viscosity. 

Biomechanical force analysis was conducted to determine the 

effect of force acting on lower extremity joints of farmer 

during the planting stage of rice cultivation. This force was 

calculated by 3DSSPP software based on various factors, 

such as gender, height, weight, posture, and external force. 
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The Paired T-Test results revealed significant force effects on 

hip, knee, and ankle of lower extremities due to muddy work 

surface conditions, which are significantly higher than the 

load from flat hard condition. The ratio of differences on right 

(2.46 times) and left (2.37 times) ankle joints was much 

higher than those on hip and knee joints at 1.04 and 1.03, 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Comparison of biomechanical force on each lower extremity joint between no force and mud force condition 

(* indicated significant difference at p<0.05) 

 

Table 3. Correlation analyses between force acting to right hip of subjects and demographic characteristics 

 Height Weight BMI h v A 

Pearson correlation 0.289 0.466** 0.355 -0.284 0.142 -0.310 

Sig.(2-tailed) 0.122 0.009 < 0.0001 0.128 0.454 0.096 

N 30 30 30 30 30 30 

 

Table 4. Correlation analyses between force acting to left hip of subjects and demographic characteristics 

 Height Weight BMI h v A 

Pearson correlation 0.453* 0.790** 0.639** 0.142 -0.110 0.123 

Sig.(2-tailed) 0.012 < 0.0001 < 0.0001 0.453 0.563 0.518 

N 30 30 30 30 30 30 

 

Table 5. Correlation analyses between force acting to right knee of subjects and demographic characteristics 

 Height Weight BMI h V A 

Pearson correlation 0.338 0.721** 0.598** -0.280 0.107 -0.310 

Sig.(2-tailed) 0.067 < 0.0001 < 0.0001 0.134 0.575 0.096 

N 30 30 30 30 30 30 

 

Table 6. Correlation analyses between force acting to left knee of subjects and demographic characteristics 

 Height Weight BMI h v A 

Pearson correlation 0.328 0.650** 0.551** 0.060 -0.067 0.063 

Sig.(2-tailed) 0.077 < 0.0001 0.002 0.752 0.726 0.742 

N 30 30 30 30 30 30 

 

Table 7. Correlation analyses between force acting to right ankle of subjects and demographic characteristics 

 Height Weight BMI h v A 

Pearson correlation 0.223 0.175 0.096 -0.042 0.868** 0.195 

Sig.(2-tailed) 0.237 0.355 0.615 0.827 < 0.0001 0.303 

N 30 30 30 30 30 30 

* * * * * * 

153,99  

±  

21,59 

159,79  

±  

21,82 

190,18  

±  

26,23 

198,40  

±  

27,02 

225,29  

±  

29,49 

233,13  

±  

30,40 

233,13  

±  

30,40 

265,03  

±  

32,66 

265,03  

±  

32,66 

613,35  

±  

211,26 

285,86  

±  

40,54 

678,79  

±  

198,91 
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Table 8. Correlation analyses between force acting to left ankle of subjects and demographic characteristics 

 Height Weight BMI h v A 

Pearson correlation 0.518** 0.345 0.145 -0.011 0.784** 0.225 

Sig.(2-tailed) 0.003 0.062 0.445 0.956 < 0.0001 0.232 

N 30 30 30 30 30 30 

* Indicated correlation is significant at the 0.05 level (2-tailed) 

** Indicated correlation is significant at the 0.01 level (2-tailed) 

 

 Planting tasks were commonly carried out with bare feet on a 

slippery, muddy walking surface. This represents a challenge 

for controlling body alignment [16], and therefore, leads to an 

increased risk of leg injury [17-18]. The abnormal 

biomechanics of leg joints are due to adverse effects between 

ground reaction force and abnormal rotational alignment of 

the lower extremities. Such effects usually occurred on the 

weight-bearing surface during prolonged walking in the 

stance phase of gait [16][19-20]. Also, the muddy 

environment condition also increases the force acting on 

lower extremity joints due to viscous force [21].  

Work related MSDs due to muscle and nervous tissue 

supported structure injury as well as excessive joint loading. 

Hip and knee osteoarthritis are identified to be common for 

lower extremity MSDs in rice farmers [22], and are 

associated with heavy labor osteoarthritis [23-24]. In line 

with preliminary studies, this study found that load on hip, 

knee, and ankle joints from muddy work surface condition 

was significantly higher than those from flat hard condition. 

Force exertion in planting tasks, due to mud viscosity in 

addition to heavy lifting, carrying, and prolonged standing 

while performing awkward postures, tends to overload 

muscles, tendons, ligaments and joints [25-26]. The joint, 

bone and cartilages can be injured due to increased shear, 

torsion and load on the joint. This was also in line with the 

physical examination study of [27], which indicated the 

structural origin of pain in rice farmers to be most prominent 

at knee (54.61%) and hip (22.18%) joints. 

According to preliminary studies, dragging forces due to mud 

viscosity are also related to individual factors, such as weight 

and foot lifting velocity, which are correlated to 

biomechanical loads on lower extremity joints. Previous 

study on demographic risk factors of rice farming activity [7] 

found that individual factors of farmers BMI are associated 

with MSDs [5][18][28-29]. Furthermore, high BMI is related 

with lower extremity MSDs, particularly knee pain in 

overweight individual (BMI ≥ 25 kg/m2) [30-31]. Weight 

increase in individual would lead to upsurge in lower limb 

joint loadings, thereby resulting in leg injury. In this study, 

heavy weight led to increased leg immersing height (h), a rise 

in the associated mud surface area (A) and increase in viscous 

force acting on leg (F). Correlation analyses were conducted 

to investigate the relationships among individual factors of 

weight, BMI, leg immersing height and area, foot lifting 

velocity, and biomechanical force on hip, knee, and ankle 

joints, which are shown in tables 3 to 8. The relationships 

also supplement those in preliminary studies [7] indicating 

weight as one of the risk factors of lower extremity MSDs, 

which contribute to compression and tensile forces. These 

findings can function as an extra guideline for specific 

high-weight rice farmer populations when performing 

planting tasks in order to minimize risk of lower extremity 

injury. Furthermore, the positive relationship results between 

leg lifting velocity and force on lower extremity joints can be 

also used as a movement strategy guideline, specifically 

slower lifting velocity recommendation, to rice farmers in 

order to expose them to less viscous force while working on 

the muddy terrain. Previous studies also indicated slower 

motion requirements lead to lower risk exposure and 

decreased discomfort [8-9]. 

Therefore, by analyzing all results, it can be perceived that 

muddy work terrain posed risk to all lower extremity parts. 

The findings can act as supplementary support toward the 

high prevalence of lower extremity in farmers as indicated in 

preliminary studies [3][5][32-33]. Regarding specific lower 

extremity, this study found that the highest effects in terms of 

force, muscle activity and pain are found on farmers knees. 

According to knee alignment, a distribution of loading is 

generated from control alignment of hip, knee and ankle 

[34-35]. This is because planting tasks involve repetitive 

awkward postures performing in extreme environment, 

which might result in increasing risk factors for knee injury 

[18][36-37][38-39]. These exposures are associated with 

knee pain due to increased excessive load, which leads to 

fatigue and pain. Also, prolonged walking in slippery ground, 

repetitive lower limb motion and heavy weight carried out 

during this process represented a challenge for controlling the 

lower limbs. Hence, such body control difficulty leads to 

abnormal alignment and risk of injury, especially to lower 

legs and feet.  

The findings of this study are in line with previous studies 

focusing on work injury for Thai rice farmers [27], showing 

that during planting, knee part endangered to the highest 

hazard in terms of pain perception, ergonomic risk, joint and 

muscle impairments, as well as structural malalignment. 

With additional impacts from planting activity on muddy 

terrain, farmers knees need to be emphasized for developing 

movement guideline, personal protective equipment or 

assistive device to prevent lower extremity injury during rice 

cultivation task performance. Subsequently, this research 

covered some limitations and assumptions, with the viscous 

force measured by calculating farmer leg and foot as a 

single-cylinder object. Further research needs to add more 

accurate farmer lower limb geometry.  

V. CONCLUSION 

The load on hip, knee, and ankle joints from muddy work 

surface is significantly higher than the flat hard condition. 

Furthermore, the biomechanical loads on lower extremity 

joints were related to individual factors, such as weight and 

foot lifting velocity. Specifically, farmers with more weight 

and those with the ability to lift their feet faster, contributed 
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to higher biomechanical force on joints. The results can 

perform as an extra guideline when performing planting tasks 

in order to minimize risk of lower extremity injury, especially 

in hip, knee, and ankle. 
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Abstract 

University Course Scheduling (UCS) is a highly constrained real-world combinatorial optimization problem. Developing 

the UCS model means an optimal course by assigning lecturers, classrooms, and timeslots considering some constraints. 

This research is based on a case study on one of the universities in Indonesia. Currently, the staff are making the university 

course-scheduling model manually. It took more time, more human errors, and inefficiency. The main objective of this 

paper is to develop a UCS model using the genetic algorithm method. Experimental study shows that it can improve the 

current model by minimizing the number of clashes of classrooms and lecturers. For managerial insight, this research could 

help the staff conduct UCS in a university with minimum time and errors. 
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I. INTRODUCTION 

The university course scheduling (UCS) problem is a 

combinatorial problem containing timetabling courses with 

several rooms, lecturers, and time slots. Two constraints that 

must be satisfied in timetabling problem is the hard and soft 

constraint. Hard constraints are the condition that must be 

met for the working timetable. On the other hand, soft 

constraints are condition that may not be fulfilled but affect 

the quality of the proposed solution [1]. Other applications 

for timetable problem is nursing scheduling in hospitals [2], 

air force academy [3], and military course scheduling [4]. 

Another application is in higher educational institutions. Two 

significant and complex problems are optimizing physical 

and human resources for examination and course scheduling 

task [5].  

According to Babaei et al. [6], the objective of the timetable 

problem is to allocate the events (which include students, 

teachers, courses where resources involve the facilities and 

equipment of classroom) to timeslots and rooms by 

considering all constraints in problem are fulfilled. The 

complexity of the UCS model is on the constraints, such as 

instructors’ dispositions, educational policies of the school, 

students’ cohort, availability of teaching staff, and other 

physical resources [7]. These constraints may vary for each 

institution as it is based on their system characteristic, 

resources, and facilities. 

  A number of methods have been developed to solve 

UCS problem such as integer programming 

[8][9][10][11][12], mixed-integer programming [13], particle 

swarm optimization [7][14][15], genetic algorithm 

[15][16][17][18][19][20], ant colony optimization [21], 

hybrid algorithm [22], bee colony algorithm [23], simulated 

annealing [19], tabu search [5][24], memetic algorithm [25], 

GELS algorithm [26], graph coloring approach [27][28], case 

based reasoning [29]. 

  This research is based on a case study in one of the 

universities in Indonesia. Currently, the staff are making the 

university course-scheduling model manually. It took more 

time, more human errors, and inefficiency. The main 

objective of this paper is to develop a UCS model using the 

genetic algorithm method. Experimental study shows that it 

can improve the current model by minimizing the number of 

clashes of classroom and lecturers  

 The rest of the paper is structured as follows: Section 2 

describes the research method. It discusses the problem 

formulation and proposed UCS model. Then, Section 3 

presents results and analysis. Finally, Section 4 provides 

some concluding remarks. 

II. RESEARCH METHOD 

This section discusses the problem formulation and the 

proposed model. 

A. Problem Formulation 

The university course scheduling (UCS) model is one of the 

essential things in the educational process. It consists of some 

main elements, and there are rooms, courses, lecturers, and 

timeslot. Each element has their own characteristic in 

developing the course scheduling model. The problem is 

based on a case study on a campus in one of the universities 

in Indonesia. Currently, the process scheduling was 

conducted manually. The current scheme of the process 

scheduling in this university is presented in Figure 1.  

 First of all, each study program in the university makes 

course scheduling. Then, the simeru department means the 

room management information system. This department has 

the responsibility to manage the course scheduling for all 

study programs. After that, each program will check the final 

course scheduling. The purpose is to make sure the entire 

course scheduling (which includes lecturers, days, and 

rooms) has been scheduled well. If the scheduling has some 

errors, the simeru department will do re-scheduling until all 

constraints are fulfilled. Next, the biskom department that 
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means the information system bureau. The responsibility of 

this department is to publish the final course scheduling to the 

room management website of the university. 

Study program
(data course 

scheduling in each 
study program)

Simeru department
(Manual Course 
scheduling for all 
study programs) 

Fit?

Biskom department 
(to publish the final 
course scheduling in 
information system 

in the university)

YES

NO

 
Figure 1. The current scheme of the scheduling process 

 

 However, the current scheme has some problems that often 

happen. First, the process scheduling is still conducted 

manually; therefore, it takes around a month to do it and often 

some errors. The re-scheduling must be performed 

frequently, especially on the process between the study 

program and simeru department. Another problem is there 

were two scheduling steps. The first one is in the study 

program, which is only scheduled within the study program's 

scope, then the second is in the simeru department, which 

will change the initial schedule to the university scope. It 

makes this scheme is inefficiency. In addition, the great 

variety of students number in each course and the capacity in 

classrooms makes the problem more complicated. The 

problem becomes challenging, as several lecturers cannot 

teach to classes upstairs because of pregnancy and old.  

The characteristic and constraints that must be taken into 

account in university course scheduling for this research, 

such as:  

1. A lecturer cannot teach two courses at the 

same time. 

2. A classroom cannot contain two or more 

courses. 

3. A lecturer can teach only a course at the 

same time. 

4. The number of students must greater than 

the capacity of the classroom. 

5. A student cannot attend two or more 

courses in the same day and session. 

6. Particular lecturers cannot teach to the 

classes upstairs.  

To solve those problems, the solution framework proposed in 

the study is presented in Figure 2. 

Inputs

- no of classroom
- no of lecturers
- no of courses

- no of students in each courses
- no of capacity in each classroom

University course 
scheduling model

Constraint

- a lecturer cannot teach two courses at 
the same time

- a classroom cannot contain two or 
more courses

- a lecturer can teach only a courses at 
the same time

- the number of students must greater 
than the capacity of classroom 

- a student cannot attend two or more 
courses in the same day and session

- certain lecturers cannot teach to the 
classes in the upstairs 

Genetic algorithm 

Output

minimum total clash 
of classrooms and 

lecturers

The proposed model

 Figure 2. Solution framework 

 

B. The Proposed Model 

To solve the problems, this research has the objective to 

minimize total clash of rooms and lecturers. The proposed 

model is developing the university course-scheduling model 

through a genetic algorithm (GA).   GA is a search heuristic 

that is according to natural evolution. This algorithm reflects 

the process of natural selection where the fittest individuals 

are selected for reproduction to produce offspring of the next 

generation [30].  

This research employs Microsoft Excel. This software is 

compatible because industrial practitioners commonly use 

this software whose general purpose that can quickly solve 

distribution problems without learning new modeling or 

programming language, or buy expensive and specific tools, 

or Hire a specialist to do so. In contrast, previous researches 

employed modeling language (i.e.MATLAB, GAMS, 

AMPL), or programming language (i.e. Delphi, Java, C), or 

commercial solvers such as CPLEX, which makes the 

proposed solution difficult to be applied on the real industry. 

Moreover, to find the near or optimum solution of the UCS 

model, then the genetic Algorithm-based GeneHunter 

software is used. Therefore, both Microsoft Excel and 

GeneHunter are employed to conduct experiments to find the 

minimum clash of classrooms and lecturers. 

To develop the GA method, there are the initial information 

required such as: 

1. Population size (N): Sets of the chromosome are kept in 

each generation. 

2. Crossover rate (Pc): The probability of crossover in the GA 

method. 

3. Mutation rate (Pm): The probability of mutation in the GA 

method.  

 

Generally, the steps of UCS model using GA method are as 

follows. 

1. Initialization 

The value of population (N) is firstly initialized by generating 

randomly. In the UCS model, the population consists of 

chromosomes that refer to the sequence of main components 

in UCS model, such as time, courses, lecturers, and 

classrooms (which is the gen in GA). In this case, the UCS 

model consists of 88 courses, 126 lecturers, and 33 

classrooms. Therefore, the total number of chromosomes is 
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about 475 gens, consisting of various course scheduling. The 

detailed chromosome is presented in Figure 3. 

 

Time Courses  Lecturers Classrooms 

A B C D E F G H I 

*Note: A = start; B = end; C = name of courses; D = credits; E 

= number of students; F = name of lecturer 1; G = name of 

lecturer 2; H = name of classroom; I = capacity 

 

1 2 3 ... 4754Gen Chromosome

 Figure 3. The chromosome in UCS model 

 

2. Evaluating fitness function 

The fitness function is referred to as the objective function, 

which minimizes the clash of classrooms and lecturers. It is 

calculated to evaluate the chromosome or solutions in the 

population. In this research, the expression of a fitness 

function of the UCS model is as follows. 

 

 ( )  
 

  ( ∑    
 
   ∑   )

 
   

 (1) 

 

where, 

n is total number of clash  

Xn is clash of classroom i, i = 1, 2, … , n 

Yn is clash of lecturer j, j = 1, 2, … , n 

 

3. Selecting the chromosome 

 In this selection step, the GA selects the parents for the 

next generation. It chooses N chromosome among parents 

and the offspring that has the best fitness value. There are 

some selection methods, like ranking, tournament, roulette 

wheel, and elitist, however, this research employ the elitist 

method to choose the best chromosome.   

 

4. Performing crossover 

 Crossover is one of the essential phases in GA method. In 

this phase, two-parent chromosomes are paired to create 

offspring. It can be conducted by selecting a pair of 

chromosomes randomly from the generation with probability 

Pc. There are some different types of crossover operators, 

such as one-point, two-point, multiple-point, and uniform, 

however, this study employ one-point crossover to generate 

the offspring. The graphical representation of this crossover 

process is presented in Figure 4. The crossover process is to 

first choose a random crossover point and then cut the parents 

at that point, and finally, the offspring is created by 

exchanging the tails 

1 121 23 251 332 ... 20

Parents

Parents 1 95

300 121 321 215 22 ... 475Parents 1 325

One-cut point

1 121 23 251 22 ... 475

Offspring

Offspring 1 325

300 121 321 215 332 ... 20Offspring 2 95

 
Figure 4. The graphical representation of crossover 

process 

 

5. Performing mutation  

 This phase must be conducted because it maintains the 

genetic diversity from a generation of a population. It ensures 

a border search space to be searched by GA. The mutation 

process is presented in Figure 5.  

5 121 475 251 332 ... 2095

5 121 20 251 332 ... 47595

before

after

Mutation process

 
Figure 5. The mutation process 

 

6. Termination of the GA process 

Finally, the GA process is stopped for the searching process 

after a near or optimum solution has met the user’s 

expectation. To stop the process of this GA method, this 

research employs some experiments to terminate the GA 

process, such as 2000, 3000, 4000, 5000, 6000, 7000, 8000, 

9000, and 10000 generations.  Then, the best chromosome 

with minimum fitness is selected according to the solution 

that near or optimum in every experiment conducted.  

 

III. RESULTS AND ANALYSIS  

This section elaborates on the experimental results of the 

UCS model by evaluating its Performances. In developing 

the UCS model, this research employs Microsoft Excel 

software and Gene Hunter® Genetic Algorithm software. 

Microsoft Excel software is used for this research, as this 

software is easy to use and easy to be implemented. Figure 6 

presents the university course model for odd semester year 

2019/2020. This model is proposed to minimize the total 

number of clash lecturers and classrooms. It contains some 

main components in scheduling the course. There are time, 

course, lecturer, and classroom. The gen shows the sequence 

number of the schedule. It is generated randomly until 

near-optimal is achieved, which is presented in Figure 7. It is 
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the fitness function of this model that is referred as Equation 

1.  

 
Figure 6. University Course Model 

 
Figure 7. The fitness function of UCS model 

 

In developing the GA model, the GeneHunter® software is 

employed. It is an Excel Add-In that permits the user to run 

an optimization problem from Microsoft Excel software. 

Figure 8 shows the UCS model in GeneHunter® software. In 

this software, the target cell is the cell for the fitness function 

of the UCS model. The goal is to minimize the fitness 

function with the formula that is shown in Equation 1. Then, 

the adjustable cells is used to present the set of genes in the 

UCS model as stated in Figure 3. There are some constraints 

for these gens to ensure that the gens are not less than zero 

and not less than the total number of chromosomes that is 

475. Some experiments were conducted on varying 

generations with a population of 500, a crossover rate of 0.95, 

and mutation rate of 0.001 (please refer to Table 1). 

 

 
(a) 
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(b) 

Figure 8. UCS model in GeneHunter® Software 

 

Table 1. Experiments for optimizing UCS model using 

Genetic Algorithm 

 
Experiment Population Crossover Mutation Generation 

1 

500 0.95 0.001 

2000 

2 3000 

3 4000 

4 5000 

5 6000 

6 7000 

7 8000 

8 9000 

9 10000 

 

 After conducting some experiments with varying 

generations, the result shows that experiment 5 has a low total 

number of clashes with the minimum computational time, as 

presented in Table 2. This result provides better performance 

on the computational time of the current system, whereas 

previously is around five days to do a university course 

schedule. It means this research has 92% improvement from 

the current one with the minimum total number of clashes. In 

addition, this research also proposes a new scheduling 

process scheme, which makes the process more efficient, 

faster, and the minimum total number of the clash as shown 

in Figure 9.  

Table 2. The results of experiments 

Exper

i- 

ment  

Gene

- 

ratio

n 

Type of clash Total 

numb

er of 

clash 

Fitness 

Func- 

tion 

Comp

u- 

tationa

l time 

(hour) 

Clash 

of 

lectur

er 

Clas

h of 

class

- 

roo

m  

1 2000 6 14 20 0.0476

2 

6 

2 3000 2 4 6 0.1428

6 

8 

3 4000 3 1 4 0.2 10 

4 5000 2 1 3 0.25 12 

5 6000 1 0 1 0.5 13 

6 7000 1 0 1 0.5 14 

7 8000 1 0 1 0.5 15 

8 9000 0 1 1 0.5 16 

9 1000

0 

1 0 1 0.5 18 

 

The study program presents the data of lecturers who will 

teach some courses and lecturers’ constraints, which is as 

input for simeru department. Then, it will optimize the 

university course scheduling model for all study programs. 

Next, each study program will check whether the scheduling 

is fit or not. Finally, the biskom department will publish the 

final course scheduling in the university's information system 

to all lecturers and students can know the schedule of that 

semester. The advantage of this new scheduling scheme is 

that the university course scheduling is only conducted in 

Simeru department. It will save more time, more efficient, 

and minimize the clash of lecturers and classrooms.  

Study program
(data lecturer, 
courses, and 

lecturers  
constraints)

Simeru department
(Optimization 

Course scheduling 
for all study 
programs) 

Fit?

Biskom department 
(to publish the final 
course scheduling in 
information system 

in the university)

YES

NO

 
Figure 9. The proposed scheme of scheduling process 

IV. CONCLUSION 

This research is based on a case study on one university in 

Indonesia. Currently, the staff is manually making the 

university course-scheduling model. It took more time, more 

human errors, and inefficiency. The main objective of this 

paper is to develop a UCS model using the genetic algorithm 

method. Experimental study shows that it can improve the 

current model by minimizing the number of clashes of 

classrooms and lecturers. For further research, this research 

can be improved on other methods.  
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Abstract 

The employability of graduates serves as a measure of the success of every program offered within a Higher Education 

Institution.  The employment assessment and evaluation of employment status allow improvement using data mining to 

analyze a vast amount of data in various areas.  This study builds graduate’s employment model using classification tasks in 

data mining, compares several data-mining approaches such as the Bayesian method and the Tree method with visualization, 

and explores the Association Rule using Apriori. The experiment used a classification task in Waikato Environment for 

Knowledge Analysis (WEKA) and compared the results of each algorithm, where several classification models were used.  

The experiment was conducted using accurate data sets from 1,489 graduate students for three years.  The study provides 

valuable information about the graduate employment status, forecasting, visualization, and the exploration of classifiers 

algorithm to analyze the graduate employability in government, non-government organizations, self-employed, and 

unemployed.  It is recommended to relate graduate employability to curriculum assessment and performance evaluation to 

identify measures and policies to improve students' performance. 
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I. INTRODUCTION 

Higher Education Institutions produce an increasing 

number of graduates every year.  The employability of its 

graduates is vital for all academic institutions. Graduate 

tracer studies are essential for enhancing study program 

effectiveness in contemporary higher education [1]. It is one 

of the most significant factors reflecting educational 

programs and academic institutions' significance and 

relevance. The quality of acquired results is an essential part 

of higher education quality. [2]. Universities promote 

initiatives to improve their overall quality by encouraging 

graduates to work in industries. [3].  It provides helpful 

information to evaluate higher education results to enhance 

the quality of higher education institutions [4]. The institution 

provided the needed skills and competencies of graduates in 

line with their professional practice, and they were highly 

employable in a wide range of industries [5].   

The employment status of graduates varies depending on 

their programs and field of specialization. Because of 

educational changes and the rise of disruptive technology, the 

demand in the workplace is fast-changing, emphasizing the 

importance of employability skills and literacy that will 

assure career success and degree program relevancy. [6]. In 

addition, to improve the production of high-level human 

resources that can spearhead efforts to attain national 

development [7]. The employed graduates are 

regular/permanent, working in the Philippines, finding their 

first job within 1 to 6 months, earning P 10,000.00 to P 

20,000.00. According to the survey, their initial job level 

position is either professional, technical, or supervisory. [8]. 

 

The college uses the alumni tracers studies to assess the 

relevance of the curricula, knowledge, skills, and work values 

acquired by the graduates relevant to their employment; 

identify the personal and professional characteristics, job 

placement, and school-related factors associated with their 

profession. In addition, it is used for quality assessment and 

tool for observation and formulation of feedback for 

professional development [9].  

Hence, making career choices is complex since there are 

diverse factors affecting students' selection of programs when 

they enroll in higher education institutions [10]. Graduate 

tracer studies obtain intrinsic and extrinsic results and 

benefits if designed with rigor and inherent uniqueness. 

Tracer study methodologies provide simple and utilizable 

results that can consume appropriately at an individual and 

institutional level [11]. The conduct of a tracer study is a 

potent tool that documents the profile of graduates, which 

gives implications on the performance of graduates [12]. 

Therefore, it is vital to locate an excellent predictive model to 

determine the intervention suitable for particular graduate 

students to implement accurate predictions based on the 

identified problem. 

The educational process has always been carried out based 

on development and market demands to meet standards [5]. 

Educational data is considered an indicator for predicting 

alumni students' employability status [13].  The conversion of 

raw data to create helpful information understood by 

different audiences is part of data mining. Educational data 

mining emerges as one tool to study academic data to identify 

patterns and help decision-making affecting education [14]. 

The application of data mining techniques improves the 
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performance of my organizational domains and the concept 

applied in the education sectors for their performance 

evaluation and improvement [15]. Data mining techniques 

are used to determine the factors affecting graduates' 

employability [16]. The application of data mining 

algorithms helps the computer sciences retrieve information 

from the data in the form of hidden patterns even if the 

information is not directly stored in the database [17].  

Classification is one of the more helpful techniques in data 

mining to create classification models from an input data set. 

The decision tree and Naïve Bayes are part of the data 

classification [18]. 

The study explores the application of data mining to 

identify and improve the institution's services and enhance 

instruction. Analyzing patterns in large datasets can be 

efficiently analyzed with data mining techniques [15]. 

Employment prediction by the employability alignment of 

graduates is the primary goal of this paper.  Significantly, the 

institution evaluates its performance in producing quality 

students.  The paper helps the college have a data assessment 

of graduates to analyze and assess the program's outcome.  

Likewise, gathering information about graduates is vital to 

assessing and improving institutional quality, monitoring 

employment outcomes, and enhancing the curriculum.  

Research studies used data mining techniques to extract rules 

and predict certain behaviors in several areas by identifying 

employees' performance as their productivity compared to 

their peers [19]. Therefore, applied classification techniques 

to search for graduate employability's essential element.  The 

results were used to construct the graduate employability 

model and compare each model's accuracy under the 

Bayesian approach.  Among the six different Bayesian 

methods, the results show that the AODEsr algorithm 

achieved the highest accuracy level of 98.3% [20].  

The study reveals that work experience, occupation type, 

and times find work directly affect the employability of their 

graduates [19]. Every educational institution is mandated to 

trace its graduates to identify their current status, position, 

number of years in service, agency affiliation, etc. However, 

the Higher Education Institution (HEI) has no data analysis 

conducted to assess the current situation of their graduates 

within the industry. Therefore, there are no complete 

statistics on the profile of these graduates.  

In addition, improving the quality of delivery is one of the 

biggest challenges of Educational institutions [21]. The 

employability of graduates is now an essential concern for 

students, both local and overseas.  The research paper is 

intended to support the higher education institutions in 

preparing the graduates with sufficient skills to enter the job 

market. 

Moreover, Occidental Mindoro State College is the home 

of the best graduates in the province. However, the graduates 

choose a course during their academic year but take a 

different path not aligned with the program they have studied 

for four years. Thus, there is a mismatch between their 

professional career and their course. 

Graduate employment is one issue that needs to be given 

attention.  A large number of graduates every year is 

accumulated; hence, obtaining their information on the 

whereabouts of the graduates can be a great help in the 

institution's strategic planning, particularly on the programs 

they offer. Furthermore, it is the institution's responsibility to 

craft students equipped on all aspects of their career growth 

and assist them in getting positions in their dream companies 

[21]. 

The paper provides necessary data on graduates' 

employability status, job environment, and the forecast on the 

job environment of the graduates.  Furthermore, there were 

no further studies conducted on identifying what program 

within the college has a better performance based on the 

employment status of their graduates.    

The researcher identified the fundamental causes of 

graduate employability using the Waikato Environment for 

Knowledge Analysis (WEKA) education domain. 

Specifically, this study aimed to: (1) determine the graduates' 

information in terms of gender and employment status; (2) 

Compare the employment trend per month; (3) Forecast the 

Graduate Employment Trends with seasonality and moving 

averages; (4) Visualize the Graduate Employment Trends; 

(5) Predict the Employment Rate using Classifiers and Trees 

Bayesian Network, and (6) Identify the Employment Pattern 

using Association Rule. 

 

Conceptual Framework 

The model is based on the concepts, theories, and findings 

of related literature, studies, and insights taken from them, as 

shown in Figure 1.  The model combines the Cross-Industry 

Standard Process for Data Mining [22] and Knowledge 

Discovery Process [23]. Data mining is worthwhile.  It has 

five steps: business understanding, data understanding, data 

preparation, modeling, evaluation and deployment, and data 

discovery processes such as data cleaning, data integration, 

data selection, data transformation, data mining, evaluation, 

and presentation. 

 

 
Fig. 1 Research Paradigm 

II. METHODS 

The model helps determine the potential attributes 

correlated significantly to graduates' target variables of 

employability. Figure 2 shows the Knowledge Discovery and 
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Data Mining Process Model that the researcher underwent to 

accomplish the paper. 

.  

 

 

 

 

 

 

 

 

 

Fig. 2 Knowledge Discovery and Data Mining Process 

Model 

 

Framework 

According to Fayyad et al. (1996, the KD process) laid the 

foundation. Then, the KDD model was developed to support 

the complex and iterative knowledge generation process [24]. 

As shown in Figure 2, the KDD model comprises five steps 

from a data viewpoint: data selection and sampling, data 

processing, data transformation, data mining, and 

evaluation.   

 

Data Selection 
The data set needs to be analyzed from a large data store, 

and the selected data should be relevant to the knowledge 

discovery process. 

 
Data Processing 

The process involves dealing with noisy and missing data 

to ensure the correct input is used in the KDD process to 

generate valid output. 
 
Data Transformation 

The dimension reduction and transformation methods are 

used to identify functional attributes, which involves 

choosing the data mining task that matches the analysis goals, 

choosing an algorithm(s) and processes with corresponding 

parameters, and applying them to extract patterns from data.   

 
Evaluation 

The process interprets the mined patterns and extracts 

valuable knowledge to correct the subsequent iterations. 

 
Instruments and Techniques 

WEKA will be utilized for the classification and 

visualization of data sets.   

 
Data Gathering Procedure 

The study used standard google forms issued by the 

Monitoring and Evaluation unit of OMSC. It deployed the 

form to the students to gather information about their 

employment status from 2016 to 2018.  Moreover, it also 

utilized secondary data available within the college.   

 
Respondents of the Study 

The graduate students under the College of Arts, Sciences, 

and Technology of Occidental Mindoro State College serve 

as the study's respondents. A total of 1,489 graduates from 

2016 to 2018 thoroughly assessed graduates' employability 

situation. 

III. RESULT AND DISCUSSION 

The analytics solutions engaged for graduate tracer helps 

to understand fully the situation of graduates employed in 

different agencies, mainly if their work is related to the 

course they finished. Furthermore, this will predict if the 

graduates stay loyal to their companies.  

 

Graduate Employed according to Gender and Employment 

Status.  
 Based on a percentage per Gender, for female graduates, 

62% of which are employed, 31% are unemployed, and 7% 

are self-employed. On the other hand, 65% are used for male 

graduates, 27% are unemployed, and 8% are self-employed. 

Among 440 unemployed graduates, 323 are female, and 117 

are male. In this illustration, male graduates have the lowest 

percentage of unemployed than female graduates, and it also 

comprises the highest employed rate than the female.   

  

 
 

Fig 3. Graduate Employed from 2016 – 2018 according to 

Gender 

 

Graduate Employment Trends per Month 
Forecasting helps predict the future based on the available 

data incorporating appropriate processes, approaches, and 

models.  

The OMSC Graduate Tracer forecasted the estimated 

number of employed, unemployed, and self-employed 

graduates.  In addition, the graph contained data on the 

highest number of employed graduates during July within the 

period of 3 years because graduation takes place during April 

and graduates start to job hunt between May to June and most 

of the graduates get hired in July. 
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Fig. 4. Graduate Employment Trend per Month 

 

Predicting Future Graduates Employment Trends 
Forecasting helps predict the future based on the available 

data incorporating appropriate processes, approaches, and 

models. For example, the OMSC Graduate Tracer forecasted 

the estimated number of graduates employed in the next 

coming year.   

 
Time-Series Forecasting with Seasonality 

Graduate trends may also provide patterns on cyclical and 

seasonal variations.  The graduate tracer was able to 

determine trends and monthly patterns on employment. To 

forecast next year’s number of employed and unemployed 

graduates, the number of occurrences by month within the 

three years from 2016-2018. Table 2 shows the future trend 

of employed graduates for the year 2019. The results 

obtained data for Employed (359), Self-employed (43), 

Unemployed (170) with an average of 190. 

 

Table 1.  Trends and Yearly seasonal forecast 
Employment 

Status 

2016 2017 2018 2019 

FORECAST 

Yearly 

Average 

Yearly 

Factor 

Employed 224 272 445 359 313.67 7.58 

Self-Employe

d 

23 26 59 43 36.00 0.87 

Unemployed 101 145 194 170 146.67 3.55 

Average 116.00 147.67 232.67 190 165.44 4.00 

Total 348 443 698    

Grand Total 1489      

Overall 

Average 

41.36      

2019 Forecast 190      

 

Table 2 shows the data on monthly trends of Employed 

Graduate from 2016-2018 and the month of July obtained the 

highest number of employments such as 36, 38, and 74, 

respectively.  The table also contains forecast data for 2019, 

and it shows that July obtained the highest with a value of 

56.  The data was also supported by a graph below. 

 

 

 

 

 

 

Table 2.  Trends and Monthly seasonal forecast 
Month 2016 2017 2018 Monthly 

Average 

Monthly 

Factor 

2019 

FORECAS

T 

January  7 13 24 14.67 0.50 19 

February  12 15 19 15.33 0.52 17 

March  9 17 17 14.33 0.49 17 

April  31 38 52 40.33 1.38 45 

May  22 30 50 34.00 1.16 40 

June  25 18 49 30.67 1.05 34 

July  36 38 74 49.33 1.69 56 

August  33 36 69 46.00 1.57 53 

September  28 37 50 38.33 1.31 44 

October  19 24 34 25.67 0.88 29 

November  15 18 36 23.00 0.79 27 

December  14 14 30 19.33 0.66 22 

Average  20.92 24.83 42.00 29.25 1.00 33 

Total  251 298 504 

   Grand 

Total  

1053 

     Overall 

Average  

29.25 

     2019 
Forecast  

33      

The result of the abovementioned method is for forecasting 

for 2019 graduate employment rates as well as the monthly 

patterns are graphically presented in figure 5. 

 

 
Fig. 5. Graduate Forecast for 2019, Trends, and Monthly 

Patterns 
Forecasting using Moving Averages  

 The graph below shows the overall trends in a data set by 

calculating the moving average using a 2-period of data.  The 

graduate employment forecasts presented cyclical and 

seasonal variations of the number of graduates employed. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Graduate Forecasts using 2 Point Moving Average 
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Visualization of Graduates Employment Trends 
Figure 7 shows a visualization of the employment status of 

graduates with the program they finished and to their current 

employment.  The results further explain that most IT 

graduates are unemployed while others are employed in 

non-government organizations.   

 
Fig. 7. Visualization of Employment Status with Program 

and the Agency of Graduates 

 

Predicting Employment Rate using Classifiers and Trees 

Bayesian Network   

 

Bayesian Network 

Bayesian Network is used to take an event that occurred 

and predict the likelihood that any of the several possible 

known causes was the contributing factor and model 

sequences of variables.  

The program and specialization of graduates are related to 

their current job status. Using the Bayes Net Classifier in 

Weka, occupation can be classified as permanent, temporary, 

contractual, self-employed, and unemployed. Using the 

training set in Figure 8, the model correctly classified 

instances with a 73.6064% accuracy rate, with a mean 

absolute error of 0.1256. Therefore, this model is accurate 

enough to predict the employment rate. 

 

 
Fig. 8. Bayes Network Model (Bayes Net) to Classify 

Employment Status 

 

Decision Tree   
The decision tree serves as a decision support tool that 

models the possible consequences and event outcomes.  

Figure 9 shows the model correctly classified instances with 

an accuracy rate of 75.7555% with a mean absolute error of 

0.1202. The J48 has been used to test the possibility of the 

employment rate.   

 

 
Fig. 9. Decision Tree Model (j48) Model to Classify 

Employment Status 

 
Employment Pattern using Association Rule 

Table 3 shows the comparison of two models used to 

determine which produces more accurate prediction based on 

the number of correctly classified values, incorrectly 

classified values, accuracy rate, and the mean absolute 

error.  Based on the results, J48 obtained a high accuracy of 

75.76% and a mean absolute error of .1202. 

 

Table 3. Comparison of Bayes Net and J48 Model 

Classifiers Correctly 

Classified 

Incorrectly 

Classified 

Accuracy Mean Absolute 

Error 

Bayes Net 1096 393 73.61% .1256 

J48 1128 361 75.76% .1202 

 
Predictive Apriori Algorithm 

This algorithm used more extensive support, traded with 

higher confidence, and calculated the expected accuracy in 

the Bayesian framework [25]. The results maximize the 

desired accuracy for future association rules data and 

generate association rules as the anticipated number of 

regulations by the user.  

  In this case, the Apriori algorithm has been tested to 

determine the patterns of employment rate.  This algorithm 

generates frequent employment patterns by finding 

annotations that frequently occur. In addition, this method 

scans the dataset to collect all item sets that satisfy predefined 

minimum support.  The best rule is shown in figure 10. 
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Fig. 10. Best Rules found using Predictive Apriori 

Algorithm 

 

IV. CONCLUSION 

Every year, the number of graduates produced by Higher 

Education Institutions (HEI) increases.  The scenario is that 

the number matches job opportunities in the industry.  The 

study provides valuable information about the graduate 

employment status, forecasting, visualization, and the 

exploration of classifiers algorithm to analyze the graduate 

employability in government, non-government 

organizations, self-employed, and unemployed. 

V. RECOMMENDATIONS 

The conduct of graduate tracer analysis on the different 

programs and relate the graduate employability to curriculum 

assessment and performance evaluation of graduates to 

identify measures and policies to improve student's 

performance. 
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Abstract 

This paper is an extension to the previous paper based on the digital supply chain framework and its importance , its need to 

digitalize various parts of the supply value chain. In this paper, we discuss about how to overcome the challenges of 

traditional supply chain such as Inventory management accuracy, warehouse efficiency, smarter planning, and risk 

management, on time delivery and high transparency between the tiers, also suggested various analytical strategies and 

application of Machine Learning technology with its pros and cons on overall framework. 
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I. INTRODUCTION 

The traditional way of supply chain has many existing 

challenges, including the lack of transparency and 

traceability, difficulty in managing risks and disruptions, and 

the need to build trust and faster production process. In the 

previous paper, we have discussed about the traditional 

supply chain flow and the areas in supplier chain which need 

to be enlightened for digital integration. Fig 1.1 (Appendix) 

shows the traditional supply chain process in an electrical 

equipment manufacturing company and its parts which could 

be digitalized. The paper also discussed about the digital 

supplier-manufacturer framework for integration with the 

detailed frameworks of Supplier chain processes from 

Supplier Selection to Negotiation and Evaluation digitally. 

Fig 1.2 depicts the final view of the supplier-manufacturer 

digital supply chain framework.  

The four phases of the paper discussed about the 

digitalization in the supply chain, give a framework to 

digitalize those supplier’s areas and associated benefits. As 

an extension to the same paper, we now talk about the other 

major areas of that needs to upgrade and its benefits to the 

supply chain framework  In this paper, we would further 

highlight the various parts of the supply chain that need to be 

digitalized and answer various questions such as why 

digitalization is needed in the traditional supply chain, how 

can this be achieved, what are the  various challenges in 

traditional SCM and how advanced analytics can be 

introduced in the supply chain to  make the processes more 

efficient.  

Application of Artificial Intelligence (AI) and other 

Machine Learning (ML) algorithms provides us various gain 

over the challenges that the SCM now faces with in the 

current digital world and technologies. Artificial Intelligence 

(AI) and other Machine Learning (ML) are already beginning 

to change the face of the supply chain industry. By culling out 

deep-rooted inefficiencies and uncertainties, Analytics drive  

 

enterprise-wide visibility into all aspects of the supply 

chain and with granularity and methodologies that humans 

simply can’t mimic at scale. Analytics in supply chains is 

helping to deliver the powerful  

optimization capabilities required for more 

accurate capacity planning, improved productivity, high 

quality, lower costs, and greater output, all while fostering 

safer working conditions. 

II. SCENE SETTING 

 This research study aims to look at various KPIs of 

interest in the entire value chain with focus on 

Customer-Manufacturer-Supplier ecosystem from a 

Digitalization perspective scenario creating a huge impact on 

Materials, Planning and process in the supply chain and 

suggesting preventive methods using AI and ML 

technologies. 

2.1 To study the existing  framework of supply chain 

The traditional supply chain has many existing challenges, 

including the lack of transparency and traceability, difficulty 

in managing risks and disruptions. We also figured out 

various KPI’s  that caused adding on the various 

non-value-added services in the supply chain.  

2.2 To study  the need and difficulties confronted with and 

without digitalization in the supply chain 

Digitalization enables industry to reach yet another level of 

accomplishment. Digitalization – i.e. the networking of 

people and things and the convergence of the real and virtual 

worlds that is enabled by information and communication 

technology (Kagermann, 2018), that digitalization triggers a 

radical transformation of the manufacturing environment. 

That is, with the emergence of the Internet of Things, we are 

now entering the era of the “fourth industrial revolution – 
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Industry 4.0” (ibid, 2017).  

 

2.3 To study the various analytical strategies that can be 

applied to facilitate the interaction of SCM digitally 

The current technology-based market is demanding and 

fast processing, with less human intervention and low error 

rates. So, with the help of Data Science and analytical 

techniques we are getting more data from more sources; it is 

the right data; and it is accurate.  

 

2.4  To collect data and analysis based on the survey on 

supply chain digitalization integration  

This part has been explained and surveyed in the next 

section of this paper. This  gives out a very data specific 

outcome, of how is transformation from traditional to smart 

applications and technologies helped industries and 

companies form various threats and opened a way for new 

opportunities. Also, rectifying many existing limitations in 

their systems to ease the process flow and help industries 

evolve with the changing environment and technologies.  

 

2.5 To understand how Integration of Analytics help in 

overcoming challenges based on empirical studies 

Artificial Intelligence and Machine Learning (ML) are 

already beginning to change the face of the supply chain 

industry. By culling out deep-rooted inefficiencies and 

uncertainties, Artificial Intelligence and Machine Learning 

drive enterprise-wide visibility into all aspects of the supply 

chain and with granularity and methodologies that humans 

simply can’t mimic at scale.  

III.  OBJECTIVE CONCEPTS AND INSIGHT 

3.1: The whole focus of the previous paper was on 

analyzing the existing prior art and identifying digitalization 

opportunities and identification of value proposition in data 

exchange between manufacturer and suppliers which was 

purely case based approach from the company’s perspective 

and studies.  

Various non-value-added services or factors that 

influenced the data flow in the supply chain were- 

1. No seamless data and information flow 

2. No common platform for internal communication 

3. Lack of transparency 

4. Inappropriate hierarchy 

5. Data duplicity or multiple copy of data 

6. Reduce markdowns and stockouts 

7. Human effort wastage 

 

3.2: Traditionally, manufacturing organizations focus on 

producing and selling tangible products (Herterich, 

Uebernickel, and Brenner, 2019). In recent years, the 

manufacturing industry has been facing challenges such as 

constant need to expand into new markets and geographies, 

to capitalize on technology to affordably adapt new processes, 

to implement faster and more efficient ways of sharing 

fulfilment information, and furthermore to demonstrate 

compliance capabilities to win new businesses. Meanwhile, 

industry distribution faces challenges of increasing demand 

for just-in-time inventory, the need for up-to-date supply 

chain visibility, and service automation requirements from 

customers. Digitalization alludes to "the expanding 

infiltration of computerized advances in the public eye with 

the related changes in the association of people and their 

conduct" (Gimpel and Roglinger et al. 2019). 

The digitalized “smart factories” are simultaneously 

vertically connected to the operational processes of 

individual factories while being horizontally linked to value 

networks that stretch across the entire globe, incorporating 

everything from ordering to delivery.  

Forward-thinking companies are turning to integration to 

digital supply chain strategies harnessing the power 

innovations such as big data, the internet of things, artificial 

intelligence, machine learning and augmented reality. There 

can be various challenges both advantageous and 

disadvantageous faced in the process of transformation from 

traditional to digital supply chain management,  

Challenges: 

1. One of the major challenges in the digitalization of 

logistics is involvement of different stakeholders 

and communication among  these stakeholders 

needs to be inclusive  

2. Necessity of a platform where stakeholders can 

access  common relevant information, dashboards 

that process and present this information empower 

decision-makers to pinpoint production bottlenecks, 

transform maintenance activities from reactive to 

preventative and predictive, identify parts 

redundancies and consolidate sources of supply. 

3. Silo-based procurement, inventory, and 

maintenance processes create conflicts among 

departments whose performance is measured based 

on isolated factors such as work order completion, 

units produced, on-time delivery, or cost per piece. 

As a result, cooperation among  various factions can 

be challenging. 

3.3: Technology such as artificial intelligence, machine 

learning and cloud computing enable us to analyze and use 

that data in powerful new ways. Rather than using 

information to sound alarms when there are “exceptions” – 

problems or anomalies in the supply chain – we can use it to 

prevent them. Data becomes about managing the future, not 

the present. 

3.4: Deep learning algorithms are appropriately named 

since their primary focus is on building systems that can learn 

from daily activity, mistakes, and solutions alike. In 

Inventory management, forecasts of future demands are 

generated to select an efficient inventory level, balancing 

inventory holding costs for excessive stocks with costs of lost 

sales-revenue through insufficient stock. Consequently, the 

precision of the forecasts directly determines the safety 

stocks kept, the inventory level and the inventory holding 

costs. Hence, forecasting methods with superior accuracy 

such as ANN may significantly reduce inventory holding 

costs. The ability to ingest mountains, and we mean terabyte 
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after terabyte of data and come up with real-time actionable 

insights is pattern recognition on a whole new scale. There 

are several practices to implement and rely on simulation 

modeling for strategic and operational decision making, 

including hiring simulation engineers, building internal 

simulation team, or contract consultants. These practices are 

different in terms of budget, time to implement, and returns. 

There are various other technologies and techniques in the 

digital world that can be adapted in SCM. Few are namely: 

AI and ML, DNN & ANN, Stochastic simulations, Physarum 

model, Bayesian networks, Swarm intelligence, SVM, 

Internet of Things (IoT) and many more.  

3.5: AI in supply chains is helping to deliver the powerful 

optimization capabilities required for more accurate capacity 

planning, improved productivity, high quality, lower costs, 

and greater output, all while fostering safer working 

conditions. 

Studies suggest that AI and ML can deliver unprecedented 

value to supply chain and logistics operations. from cost 

savings through reduced operational redundancies and risk 

mitigation, to enhanced supply chain forecasting and speedy 

deliveries through more optimized routes to improved 

customer service. Some of the high impact areas in supply 

chain management include planning and scheduling, 

forecasting, spend analytics, logistics network optimization 

and more. 

Integration of supply chain with smart analytics brings in 

various advantages in the supply chain from reduced labor, 

decrease utilities, increased productivity per hour, low 

percentage errors to increased profits for the organizations. 

 

IV. DATA COLLECTION AND DATA ANALYSIS 

As a part of research analysis, we analyzed our data and 

case studies over various companies in the supply chain 

market globally. The following results were analyzed and the 

main reasons behind these were followed up and depicted 

after the analysis process. The analysis was done in 3 stages: 

 

1. Data collection: from the various sources on internet, 

research thesis, old research papers and offline 

interviews 

2. Data Analysis: done after the data collection using 

the analysis tools  

3. Data Interpretation: based on the findings of the 

analysis, we concluded how much Digitalization is 

needful for the current market from small SC 

businesses to globally 

 

4.1: Data Collection 

Based on survey done online (LinkedIn Voting, 2021), the 

digital transformation from traditional way to smart way has 

made good progress all over globally. The transformation not 

only influenced competitiveness in companies but also 

opened upon many new opportunities and risks, identifying 

future scopes and potentials for business and facilitate new 

manufacturing technologies.  

We considered various factors in the transformation- 

1. Digital transformation boosts the global 

competitiveness  

 
 

2. The company’s feeling about the impact of digital 

transformation 

 
 

3. Digital transformation slowing down trend towards 

relocating production to low-wage countries 

 
4. The company is already processing data through 

digital processes among all their stakeholders 

 
5. Digitalization increasing cyber risk for 

manufacturing companies globally 

 
 

4.2: Data Analysis and interpretation 

After studying the collected data and understanding the 

graphs, we can conclude that Digitalization might have 

increased the chances of cybercrimes and invited with many 

new cyber thieving, but as they say, a coin has two faces, so 

with disadvantages comes the advantages on the other face, 
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where data processing and accessibility to them is now very 

easy and globally from anywhere in the world. The 

stakeholders have much appreciated with the transparency in 

the whole chain and there involvement throughout with 

hierarchical securities and authentications.  

As the study depicts, digital transformation slowing down 

trend towards relocating production to low-wage countries, 

giving those countries in economic needs to grow and have 

decent knowledge of the global demands too. With reduced 

wage and high fruitful outputs and productions, the 

companies have now started to have a huge competitiveness 

globally. Increasing new paths to betterment.  

 

V. ADVANTAGES & CONCLUSION 

5.1: Benefits of AI in Supply Chain  

 

5.1.1: Accurate Inventory Management: Accurate 

inventory management can ensure the right flow of items in 

and out of a warehouse. By and large, there are many stock 

related factors like request handling, picking and pressing, 

and this can turn out to be extremely tedious with a high 

propensity for blunder. Additionally, precise stock 

administration can help in forestalling overloading, lacking 

stock and startling stock-outs. 

With their capacity to deal with mass information, 

analytical tools can end up being exceptionally successful in 

inventory administration. These keen frameworks can break 

down and decipher gigantic datasets rapidly, giving 

opportune direction on anticipating organic market. These AI 

systems with smart calculations can likewise foresee and find 

new customer propensities and conjecture occasional interest. 

This use of AI expects future client request patterns while 

limiting the expenses of overloading undesirable stock. 

 

5.1.2: Warehouse Efficiency: An efficient warehouse is 

an integral part of the supply chain and automation can assist 

in the timely retrieval of an item from a warehouse and ensure 

a smooth journey to the customer. AI systems can also solve 

several warehouse issues, more quickly and accurately than a 

human can and simplify complex procedures and speed up 

work. Also, along with saving valuable time, AI-driven 

automation efforts can significantly reduce the need for, and 

cost of, warehouse staff.  

 

5.1.3: Enhanced Safety: AI-based automated tools can 

ensure smarter planning and efficient warehouse 

management, which can enhance worker and material safety. 

Analytics can also analyze workplace safety data and inform 

manufacturers about any possible risks. It can record stocking 

parameters and update operations along with necessary 

feedback loops and proactive maintenance. This helps 

manufacturers react swiftly and decisively to keep 

warehouses secure and compliant with safety standards. 

 

5.1.4: Reduced Operations Costs: This is a big benefit of 

AI systems for the supply chain. From customer service to the 

warehouse, automated intelligent operations can work 

error-free for a longer duration, reducing the number of errors 

and workplace incidents. Warehouse robots provide greater 

speed and accuracy achieving higher levels of productivity. 

 

5.1.5: On-time Delivery: AI systems can help reduce 

dependency on manual efforts thus making the entire process 

faster, safer and smarter. This helps facilitate timely delivery 

to the customer as per the commitment. Automated systems 

accelerate traditional warehouse procedures, thus removing 

operational bottlenecks along the value chain with minimal 

effort to achieve delivery targets.  

 

5.1.6: High transparency: By implementing Analytics in 

supply chain and logistics, supply chain managers can 

enhance their decision making by predicting building-up 

bottlenecks, unforeseen abnormalities, and solutions in order 

to streamline production scheduling that otherwise tends to 

be highly variable due to dependencies on manufacturing 

operations management. Furthermore, analytical techniques 

in supply chain also led to accurate predictions and 

quantification of expected outcomes across different stages 

of the schedule enable the scheduling of more optimal 

alternatives as and when such interruptions occur during 

execution. Having a cognitive AI-driven automated platform 

offers a single virtualized data layer to reveal the cause and 

effect, to eliminate bottleneck operations, and pick 

opportunities for improvement. All this using real-time data 

instead of redundant historical data. 

 

5.1.7 Faster Decision Making:  Faster decisions based on 

accurate representations of usage, costs, and historical 

performance. Elimination of effort duplication in which 

several departments input similar data for different purposes. 

By digitalizing and collecting data from across the enterprise, 

supply chain integration creates a single version of a 

company’s performance – sales, efficiency, cost allocations, 

profit centers and more. Less downtime as machine learning 

and analytical forecasting helps coordinate maintenance and 

predict part failure. 

 

VI. CONCLUSION 

We can conclude that digitalization might have increased 

the chances of cybercrimes and invited with many new cyber 

thieving, but as they say, a coin has two faces, so with 

disadvantages comes the advantages on the other face, where 

data processing and accessibility to them is now very easy 

and globally from anywhere in the world. The stakeholders 

have much appreciated with the transparency in the whole 

chain and there involvement throughout with hierarchical 

securities and authentications. Furthermore, AI in supply 

chain also led to accurate predictions and quantification of 

expected outcomes across different stages of the schedule 

enable the scheduling of more optimal alternatives as and 

when such interruptions occur during execution. Having a 

cognitive AI-driven automated platform offers a single 
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virtualized data layer to reveal the cause and effect, to 

eliminate bottleneck operations, and pick opportunities for 

improvement. All this use real-time data instead of redundant 

historical data. 

VII. LIMITATIONS AND FUTURE SCOPE 

7.1: Challenges of AI in Supply Chain 

7.1.1: System complexities: AI systems are usually 

cloud-based and require expansive bandwidth which is 

needed for powering the system. Sometimes, operators also 

need a specialized hardware to access these AI capabilities 

and the cost of this AI-specific hardware can involve a huge 

initial investment for many supply chains partners. 

 

7.1.2: The scalability factor: Since Most AI and 

cloud-based systems are quite scalable, the challenge faced 

here is the level of initial start-up users/systems needed to be 

more impactful and effective. Since all AI systems are unique 

and different, this is something that supply chain partners will 

have to discuss in depth with their AI service providers. 

 

7.1.3: The cost of training: Like any other new 

technology solution, training is another aspect which needs 

significant investment in terms of time and money. This can 

impact business efficiency as supply chain partners will need 

to work with the AI providers to create a training solution that 

is impactful yet affordable during the integration phase. 

 

7.1.4: The operational costs involved: An AI-operated 

machine has an exceptional network of individual processors 

and each of these parts need maintenance and replacement 

from time-to-time. The challenge here is that due to the 

possible cost and energy involved, the operational investment 

could be quite high. Manufacturers would also need to 

replace these which can shoot up the cost of utility bills and 

could directly impact the overhead expenses of keeping them 

running. 

7.2: Future Scope 

For this system, we have focused only on AI and simple 

analytics technique to help overcome the limitations of 

traditional SCM based problems. This study could be 

furthermore divided and studied into sub parts on IoT 

applications, machine learning technologies, Advance 

Machine learning techniques, various stochastic algorithms, 

technology specific models and many more. 
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Figure A:Partially Intermingled data 

SVM Hyperplane Misclassification Control by 

Finding Optimum Cost of Misclassification with 

Boundary Value Analysis Technique 
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Abstract 

In Health care domain roughly 80% of data in electronic medical records consists of physicians‟ unstructured notes. To 

unlock this important data we need a different approach than what we used to analyse structured data. That‟s one place 

where machine learning comes in and for this SVM (Support Vector Machine) is extensively used to identify the 

handwritten digits and words based on pixel given as features. SVM uses the concept of Hyper Planes which leads to a 

boundary which classifies the data set. 

Key area of the Research paper is to get Optimum Hyper plane 

 

Keywords 

Support Vector Machine,  Hyperplane, Slack Variable 

 

I. INTRODUCTION 

Support Vector Machine (SVM) is an advanced machine 

learning technique which has a unique way of solving 

complex problems such as image recognition, face detection, 

voice detection [1]. SVMs belong to the class of linear 

machine learning models. A line that is used to classify one 

class from another is called a hyperplane 

 
Hyperplane 

A positive value (blue points in the plot above) would 

mean that the set of values of the features is in one class; 

however, a negative value (red points in the plot above)would 

imply it belongs to the other class. A value of zero would 

imply that the point lies on the line (hyperplane). 

 

However, there could be multiple lines (or hyperplanes in 

general) possible, which perfectly separate the two classes. 

How to get the optimum  hyperplane.is the key challenge. 

 
Choosing 1 or 2 or 3 or 4 is the biggest challenge in 

Hyperplane finding 

 

 

Partially Intermingled data case create more confusion 

in finding hyper plane for example in below diagram. 

 

 
Partially Intermingled Data  
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It seems that the maximal margin line (hyperplane) is not 

even possible in this case. In this case, if want to create a 

linear hyperplane, we will inevitably need to misclassify a 

few data points. In other words, some points will need to fall 

on the wrong side of the hyperplane. 

 

Slack variable: A slack variable is used to control 

misclassifications.It tellswhere an observation is located 

relative to the margin and hyperplane. 

 

For points which are at safe distance from the hyperplane, 

the value of the slack variable is 0. 

 

 
Slack Variable  

 

 

On the other hand, if a data point is correctly classified but 

falls inside the margin (or violates the margin), then the value 

of its slack is between 0 and 1 [2, 3]. 

 
Epsilon value lies between 0 and  1 

 

 

Finally, if a data point is incorrectly classified (i.e. it 

violates the hyperplane), the value of epsilon > 1. 

 

 
Epsilon value> 1  

Each data point has a slack value associated. The value of 

the slack lies between 0 and infinity . Lower values of slack 

are better than higher values.  

 

The summation of all the epsilons of each data point is 

denoted by cost or 'C' [3]i.e. 

 

∑ϵi≤C. 

 

When C (summation of all the epsilons) is large, the slack 

variables can be large thus allowing a large number of data 

points to be misclassified or to violate the margin. 

 

On the other hand, when C is small, it force the individual 

slack variables to be small, thus allowing many data points to 

fall on the wrong side of the margin or the hyperplane. 

 

Finding optimum cost of misclassification is the main 

objective of the paper. 

 

II. LITERATURE REVIEW 

 

Health care industry is focusing on Digitization that leads 

to electronic health recording system. Today digitally means 

analysis of records which occurred due to use of sensors, 

remote monitoring, and apps to provide continuous data [4]. 

 

Now Health care industry started using Predictive analysis 

Predictive analysis Modelling uses machine learning 

algorithms, in which the machine learns from the data just 

like humans learn from their experiences. Machine learning 

can be used heavily in the industry. Let‟s go deeper into the 

types of models that come under machine learning[5]. 

 

Machine learning models can be classified into the 

followingthree types based on the task performed and the 

nature of the output: 

 

1. Regression: The output variable to be predicted is a 

continuous variable, e.g. blood pressure of a patient 

2. Classification: The output variable to be predicted is a 
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categorical variable, e.g. classifying patients with fever or 

not. 

3. Clustering: No pre-defined notion of label allocated to 

groups/clusters formed, e.g. patient segmentation 

 

Machine learning models classified into two broad 

categories as follows:[7, 8]. 

 

1. Supervised Learning Methods 

 Past data with labels is used for building the model. 

 Regression and classification algorithms fall under 

this category. 

 The past data is divided into training and testing 

data sets for building the model. 

 

2. Unsupervised Learning Methods[9] 

 No pre-defined labels are assigned to past data 

 Clustering algorithms fall under this category 

 

Over fitting is a phenomenon where a model becomes too 

specific to the data it is trained on and fails to generalize to 

other unseen data points in the larger domain. A model that 

has become too specific to a training data set has actually 

„learnt‟  not just the hidden patterns in the data but also the 

noise and the inconsistencies in the data. In a typical case of 

over fitting, the model performs very well on the training data 

but fails miserably on the test data. 

A model should never be evaluated on data it has already 

seenb before. With that in mind there will either one of two 

cases – 

1) The training data is abundant or  

2) The training data is limited. 

The first case is straightforward because it can use as many 

observations as like to both train and test the model. In the 

second case, however, it has to find some „hack‟ so that the 

model can be evaluated on unseen data and at the same time 

doesn‟t eat up the data available for training. This hack, 

commonly used in statistics, is called cross-validation [4]. 

 

 

On dividing the available data into 75:25 or 70:30, 

themajority data is called the training set, the other part is 

called testing set [10].SVMs belong to the class of linear 

machine learning models which uses a linear function(i.e. of 

the form y = ax +b) to model the relationship between the 

input x and output y.  

For example, in logistic regression, the log(odds) of an 

outcome (say, defaulting on a credit card) is linearly related 

to the attributes x1, x2, etc. 

 

log(odds of default)=β0+β1X1+β2X2+...βnXn 

 

Similarly, SVMs are also linear models [11].SVMs need 

attributes in the numeric form. To summarize, SVMs are 

basically a linear models that takes numeric attributes. But if 

the attributes are non-numeric, then have to convert them to a 

numeric form in the data preparation stage [1]. 

 

III. PROBLEM STATEMENT 

 

Support Vector Machine uses the concept of Hyperplanes 

which leads to a boundary which classifies the data set. 

Problem is how to get Optimum hyperplane with cost of 

misclassification so thus to perfectly separate classes [3]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

If C is large, the slack variables (epsilons(ϵ)) can be large, 

i.e. you allow a larger number of data points to be 

misclassified or violate the margin; and if C is small, you 

force the individual slack variables to be small, i.e. you do not 

allow many data points to fall on the wrong side of the margin 

or the hyperplane [4, 6, 12]. 

 

IV. PROPOSED SOLUTION 

 

Application of BVA for finding Optimum Cost of 

Misclassification. Boundary Value Analysis (BVA) analysis 

the values which lies on the boundaries, values just above the 

boundary and just below the boundary [13]. 

 

Example: x and y 

 

e <= x<= f 

g <= y <=h 

 

In this e and g are lower boundary f and h are upper 

boundary 

 

 

 

 

 

 

 

 

 

 

 

 

 Optimum Hyperplane 
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Function of two variables 

Robustness 

Depicts Outlier 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Formula for number of variables n f= 4n+1 

Extension of Boundary Value Analysis: Robustness[14]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Robustness BVA we have two more addition to above 

Min– and Max+ 

 

• Min- range-------------------------------Just below 

Minimum 

 

• Max+ range ------------------------------ Just above 

Maximum 

 

f = 6n + 1 

 

On considering the range values of max and min with 

Extended BVA optimum cost of misclassification can be 

considered. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Proposed Optimum Cost of Misclassification C: 

 

Outlier (n) = 1 

 

Apply Extended BVA 

 

C= 6n + 1 

 

C = 6 *1 + 1 

 

C = 7 

 

Boundary Value Analysis 

 

 

• Min 

range------------------------------- 

 

 

 

 

Minimum 

• Min+ range 

----------------------------- - Just above Minimum 

• Nom range 

----------------------------- Nominal 

• Max range 

----------------------------- Maximum 

• Max- range 

---------------------------- - Just below Maximum 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 64 
 

V. CONCLUSION 

Proposed novel idea of applying Extended Boundary 

Value analysis helps in solving the problem of identifying 

Optimum Cost of misclassification (C) in Support Vector 

Machine 

 

If C is high, a higher number of points are allowed to be 

misclassified or violate the margin. In this case the model is 

flexible, more generalizable and less likely to over fit. In 

other words it has high bias. 

 

On the other hand if C is low, a lesser number of Points are 

allowed to be misclassified or violate the margin. In this case 

the model is less flexible, less generalizable and more likely 

to over fit. In other words it has a high variance. 
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Medical Images Augmentation via GAN Image 

patches segmentation using Yolo with Neural Style 
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Abstract 

The problem that paper is solving relates to Low Model performance due To Fewer Images to train. Medical field is the area 

in which we encounter less amount of training data due to rare diseases like Lung Cancer, Histopathological Cancer, Covid 

19 etc. 

The problem with small datasets is that models trained with them suffer from the problem of over fitting. 

Image Augmentation is another way we can reduce over fitting on models, where we increase the number of training images 

using information only in our training image. 

 Key area of the Research paper is to get Image Augmentation with GAN using YOLO and Neural Style. 

 

Keywords 

GAN , Image Augmentation ,YOLO ,Neural Style 

 

I. INTRODUCTION 

The paper will bolster Image Augmentation by introducing 

a novel technique where we are combining the power of 

YOLO algorithm for image patch creation. GAN to create 

new images with patches and Neural Style Transfer to further 

augment images based on different techniques of Neural 

Style Transfer like colour combinations, textures, intensities 

of various colours. 

The invention will help in increasing the accuracy of 

Image augmentation by a significant level of 20 -30%.  

GAN (Generative Adversarial Network): Set of generative 

models that are used  to produce /generate  new content.  

YOLO (You only look once): Robust techniques of real 

time object detection in an Image. 

Neural Style Transfer: The process of applying the style of 

an image to another content image. 

Input Image + Style Image -> Output Image  

(Styled Input) 

 

II. RELATED WORK 

 

The process will start with the input of two types  of 

images i.e Disease Image ( Lung Image with Pneumonia ) 

and Non Disease Image ( Normal Lung Image ) . In the next 

step YOLO algorithm will take both type of images as  a 

input and produce patches for them . These patches will be 

treated as a input for GAN algorithm which will produce new 

images that are a combination of Normal and disease image.  

The GAN algorithm compromises of two type networks i.e 

Generator and Discriminator network. Generator network 

process the patches to create new images whereas 

discriminator network validates whether the properties of 

generated images are same as real images or not .If yes then it 

passes the images as a final created image whereas in case if 

the attributes are not same , it will again back propagate the 

image to generative network for further processing. 

The images generated by GAN algorithm will act as a 

input for Neural Style processing . 

Neural Style processing based on the inputs provided for 

styling of the image , produces multiple images with the help 

of VGG -16 neural network. 
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III. Mathematical Representation 

Universe: {Image 1, Image 2 , Image 3 ….Image N } 

 

Let’s suppose N= 100 

Thus  

Universe Count =100  

 

GAN Output: 

 

 Image Out

put 

S.

No 

Real 

ref 

patch 

with 

Nuclei 

from 

Image

1 

Fa

ke 

Patch 

Fro

m 

Imag

e 2 

Refere

nce 

Patch 

from 

Image1 

Refere

nce 

Patch 

from 

Image1 

 GA

N 

Image 

1 1 1 1 1    

2 2 1 1 1    

3 3 1 1 1    

4 4 1 1 1….    

…

. 

       

M M 1 1 1    

 

Number of patches with Nuclei from Image 1 : M 

Let’s suppose M =10 

GAN Images count : M 

Number of Images : N 

Total GAN Images Count =GAN Images Count * Number 

of Images 

= M*N 

Let’s suppose M =10 

Number of Images = 100 

 

 

 

Thus Total GAN Images Count = 100 *10=1000 GAN 

Images 

 

Neural Style Image Output 

 

 Image 

S

.No 

Pa

tch 

from 

Imag

e 1 

Neural 

Style 

representati

on 1 

Neural 

Style 

representati

on 2 

Ne

ural  
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le S 
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Style 

Imag
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1 1 1 1 1   

2 2 1 1 1   

3 3 1 1 1   

4 4 1 1 1   

…
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… 1 1 1   

M M 1 1 1   

 

Number of patches from Image 1:R 

Neural Style for a Patch : S 

Neural Style Images for 1 Image : R * S 

Total number of Neural Style Images : N*R*S 

Let’s suppose Number of patches from Image1:10 

Take Medical 

Images for 

creating 

Patches ( E.g. 

Pneumonia 

Images and  

Non 

Pneumonia 

Images) 

YOLO algorithm for Image Patch generation 

for both Real and Fake Image 

Check Image attributes for both type of 

patches 

Real and fake Image patches as Input to GAN 

Discriminator Netwok 

GAN Image Creation (Pooling , CNN 

 Network , Adding Texture features) 

Check whether image attributes for GAN 

image is similar to GAN Image 

GAN Image + Neural Style transfer 
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Neural Style for a Patch : 5 

Neural Style Images for a Image : 10*5 :50 

Total Number of Neural Style Image :50*100 : 5000 

GAN with Neural Style 

 GAN + Neural Style Image 

Transfer 

Output 

S.N

o 

Imag

e 

GAN 

Image 

Neur

al Style 

GAN 

Neural 

Style Image 

1 

1 

1 

1 1+1 

2 2 1+2 

3 3 1+3 

4 4 1+4 

5 5 1+5 

6 

2 

1 2+1 

7 2 2+2 

8 3 2+3 

9 4 2+4 

10 5 2+5 

 

 

No. Of 

Images 

No. Of 

GAN 

Images 

No. Of 

Neural Styles 

corresponding 

to 1 GAN 

Image 

Total 

N M S N*M*S 

 

 

Number of Neural Styles corresponding to 1GAN Image : 5 

Number of GAN Images from a Histopathologic Image :10 

Number of Images : 100 

Total Number of GAN Neural Style Image : 5*10*100 : 5000 

Images 

 

 

IV. CONCLUSION 

Proposed novel idea of Medical Images Augmentation via 

GAN Image patches segmentation using Yolo with Neural 

Style leads to increase in the number of training images 

which helps machine learning models to overcome the 

problem of over fitting. Better accuracy is the key metrics for 

each model and this Image augmentation technique will help 

in it.      

REFERENCES 

1. Krizhevsky A, Sutskever I, Hinton GE. ImageNet 

classification with deep convolutional neural networks. 

Adv Neural Inf Process Syst. 2012;25:1106–14. 

2. Karen S, Andrew Z. Very deep convolutional networks for 

large-scale image recognition. arXiv e-prints. 2014.  

3. Data mining in healthcare–a review. Procedia,Computer 

Science ,  NeeshaJothi,WahidahHusain,etal., 72:306–313, 

2015. 

4. Kaiming H, Xiangyu Z, Shaoqing R, Jian S. Deep residual 

learning for image recognition. In: CVPR, 2016.. 

5. Gao H, Zhuang L, Laurens M, Kilian QW. Densely 

connected convolutional networks. arXiv preprint. 2016. 

6.  Sergey I, Christan S. Batch normalization: accelerating 

deep network training by reducing internal covariate shift. 

In: ICML; 2015. 

7. Empirical Approach to Machine Learning. Studies in 

Computational Intelligence 800, Springer 2019, 

ISBN 978-3-030-02383-6. 

8. Jun Jiang, Zhe Wen, Mingxin Zhao, Yifan Bie, Chen 

Li, Mingang Tan, Chaohai Zhang:Series Arc Detection and 

Complex Load Recognition Based on Principal 

Component Analysis and Support Vector Machine. IEEE 

Access 7: 47221-47229, 2019. 

9. HushengGuo, Wenjian 

Wang:Granular support vector machine: a review. Artif. 

Intell. Rev. 51(1): 19-32 (2019). 

10. Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. 

2012. ImageNet Classification with Deep Convolutional 

Neural Networks. In Advances in Neural Information 

Processing Systems 25, F. Pereira, C. J. C. Burges, L. 

Bottou, and K. Q. Weinberger (Eds.). Curran Associates, 

Inc., 1097--1105 

100 Original 
Images 

GAN Neural 
Style 

transfer 

5000 
Augmented 

Images 

https://dblp.org/pers/hd/v/Virvou:Maria
https://dblp.org/pers/hd/v/Virvou:Maria
https://dblp.org/pers/hd/v/Virvou:Maria
https://dblp.org/db/series/sci/index.html
https://dblp.org/db/series/sci/index.html
https://dblp.org/pers/hd/j/Jiang:Jun
https://dblp.org/pers/hd/w/Wen:Zhe
https://dblp.org/pers/hd/z/Zhao:Mingxin
https://dblp.org/pers/hd/b/Bie:Yifan
https://dblp.org/pers/hd/l/Li:Chen
https://dblp.org/pers/hd/l/Li:Chen
https://dblp.org/pers/hd/t/Tan:Mingang
https://dblp.org/pers/hd/z/Zhang:Chaohai
https://dblp.org/db/journals/access/access7.html#JiangWZBLTZ19
https://dblp.org/db/journals/access/access7.html#JiangWZBLTZ19
https://dblp.org/pers/hd/g/Guo:Husheng
https://dblp.org/pers/hd/w/Wang:Wenjian
https://dblp.org/pers/hd/w/Wang:Wenjian
https://dblp.org/db/journals/air/air51.html#GuoW19
https://dblp.org/db/journals/air/air51.html#GuoW19


 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022 

                        

     Page | 68 
 

Development of Cost Planning Standards for 

Design Development, Sitework, and Structure for 

Stadium Area Works on Integrated Contracts for 

Main Stadium Building Based on Indonesian 

Minister of Public Works Regulation Number 22 of 

2018 to Improve Cost Accuracy 

 
[1]

 Siburian, Jonathan Hasian,  
[2]

 Latief, Yusuf 
[1]

Student, [2] Supervisor 

Abstract 

Increasing development and future planning on the sports tourism in Indonesia, is not in line with the planning execution 

process, particularly on the construction plan application process in several big projects especially stadium construction. 

Ironically, stadium that can be classified as Bangunan Gedung Negara, should be one of the most important buildings which 

could be the main cantilever for all of the sports tourism activities and planning in Indonesia. This thing could be happened 

because there were not any policies has been made and issued by the Indonesian’s government institutions, which contains 

standard and clauses of stadium construction in particular.Moreover, the complexity rate of stadium construction process is 

also requiring the most efficient and effective method, particularly in cost planning, thus the project delivery 

accomplishment process can be conducted with a high accuracy rate. This degree of accuracy became so important, because 

there is a probability of project  cost differ from the planning could be happened. Furthermore, there is a likelihood of 

dispute occurrence as the impact of the inaccurate cost planning in the project beginning.Because of that, the design and 

build method could be one of the best choices, as long as can be implemented following the standards that have been tested 

against the cost planning accuracy rate. However, because this kind of method has not been contained in any existing 

national standards, thus a development against the existing policies and standards became so crucial, in order to assisting the 

national planning and development especially in the sports tourism area. Therefore, a development for the existing policies 

that is the closest-to-be the solution of the issues above, which is Permen No. 22 issued in 2018, need to be conducted as 

soon as possible. 

 

Keywords 

Cost Planning Standards, Main Stadium Building, Design and Build, Cost Accuracy. 

 

I. INTRODUCTION 

  The concept of stadium development has developed 

rapidly, where stadium design must focus on the need for 

community-friendly structures that provide the maximum 

level of safety and comfort, as an architectural icon in the 

urban landscape that has a major impact on the surrounding 

community and its infrastructure, designed for the needs of 

the community, maximizing potential commercial operations, 

and incorporates the latest technological advances to offer the 

best facilities for the community (UEFA, 2011). The main 

stadium building itself is divided into 3 types, namely Type A 

(International), Type B (National), and the last is Type C. The 

differentiators for these 3 types are based on the capacity of 

the audience, the number of 100 m running tracks, and the 

400m running tracks. The larger the scale of the Main 

Stadium Building type, the greater the capacity. Standardized 

work cost planning is very important for Stadium Main  

 

Building Works because it will produce a validated, 

universal, written, transparent, and agreed-upon cost 

planning standard for all parties. The standardized method of 

measuring the volume of work has the main objective of 

increasing the accuracy of the calculation of the volume of 

work. This can have an impact on reducing the difference in 

the calculation of results between the construction service 

provider appointed to carry out the Design and Build contract 

with the auditor/owner. In addition, another positive impact 

is that of course it can reduce the possibility of disputes and 

has an indirect impact on saving time, costs, and maintaining 

relations between stakeholders.  

    The construction of the main stadium and its 

complementary sports venues are often required to be 

completed in a relatively fast and limited time to meet the 

demands of the timeline of the event to be held. Efforts to 

reduce or control the time of building construction work can 

be done by choosing the right form of contract. Therefore, the 
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main stadium building is also included in the project criteria 

that can be carried out using an integrated design-build 

contract according to PUPR Ministerial Regulation Number 

1/PRT/M/2020. According to the regulation, design and build 

integrated construction work is defined as all work related to 

the construction of a building or the construction of other 

physical forms, where the design work is integrated with the 

construction implementation. In stadium construction, 

Design and Build Integrated Contracts are often used as an 

effort to streamline time, by eliminating the bidding process 

for construction service providers and preparing planning 

documents because one party is directly appointed to design 

and build at the same time. There are fewer stakeholders 

involved so they don't have projects. In addition, the 

design-build contractor can create the building as long as it is 

in accordance with the contract value and the owner's 

specifications or criteria. 

II. LITERATURE REVIEW 

A. State Building 

According to the Presidential Regulation of the Republic 

of Indonesia Number 73 of 2011 concerning the Construction 

of State Buildings, it is explained that a building is a building 

for service purposes which becomes state/regional property 

and is held with funding sources originating from APBN 

and/or APBD funds, or other acquisitions. legitimate. 

Building construction is the activity of constructing a state 

building which is carried out through the technical, 

implementation, and supervision stages, both construction of 

new buildings, building maintenance, as well as expansion of 

existing buildings, and/or continuation of building 

construction. 

There are 3 stages of Construction of State Buildings, 

which consist of the preparation stage, the technical planning 

stage, and the construction implementation stage (Peraturan 

Menteri Pekerjaan Umum Nomor 22/PRT/M/2018 Article 3 

concerning Technical Guidelines for the Construction of 

State Buildings). These stages should be carried out in 

accordance with the technical guidelines for the construction 

of state buildings in Permen PU No. 22 Tahun 2018 : 

1.The implementation of the construction of state 

buildings includes the construction maintenance phase. 

2.The implementation of construction is the 

implementation stage of constructing buildings, whether it is 

a new construction, partial or total renovation, expansion of 

existing buildings, continuation of maintenance 

(rehabilitation, renovation, restoration) carried by using 

construction service provider according to the requirement. 

3.The implementation of construction is carried out based 

on the contract documents that have been signed by both 

parties. 

B. Design and Build 

Design and Build is a construction contract for work 

related to the construction of a building where the provider 

has one unit of responsibility for the design and 

implementation of construction (PUPR, 2020). Another 

definition of a design and build contract is a contract for all 

work related to the construction of a building or the 

manufacture of other physical forms, where the design work 

is integrated with the construction implementation 

(Ministerial Regulation of PUPR No.1 of 2020).  

Design and build integrated construction works can 

increase innovation and accelerate the development of 

quality infrastructure. Design and Build is a construction 

contract for work related to the construction of a building 

where the provider has one unit of responsibility for the 

design and implementation of construction (PUPR, 2020). 

This Design and Build is different from the conventional 

method where the Service User does not need to prepare a 

Detail Engineering Design (DED), but only prepares a basic 

design. 

C. Stadium main building 

According to Minister of Youth and Sports Regulation No. 

400 of 2013, a stadium is a piece of sports infrastructure that 

must be predominantly used for sporting activities/practices. 

The stadium is prioritized as a center for athletics and football. 

However, because the stadium is equipped with stands with 

sufficient seats for spectators and a reasonably wide arena, it 

can be used for a variety of non-sports activities, such as 

music concerts, religious activities, social activities, and 

other activities that involve visitors. In general, stadium work 

is separated into three parts: the main stadium building, field 

of play, and Stadium Area. The scope of work on the main 

stadium building zone includes: 

a. Spectator Tribune Area 

b.Athlete/Player Facilities 

c. Activity Management Facility 

d. Building Management Facility 

e.Media Facilities 

f.Commercial Area 

D. Standard Cost 

Standard cost is used for standard physical construction 

works such as architectural, structural, utility works which 

include plumbing work, lighting, installation, and finishing. 

The overhead cost of carrying out construction work, 

insurance, work safety, inflation, and taxes in accordance 

with the provisions of law and regulations are also included 

in the standard cost. The followings are indicators for the 

standard cost used in this study, there are 5 indicators as 

described in table 2.1 below. 

 

Table Error! No text of specified style in document..1 

Indicators and Variables of Standard Cost 

No Variable Indicator Reference 

1 Standard 

Cost 

Work 

component 

Jauzy A. (2012); 

BPSDM PUPR (2016); 

Kementerian PUPR 

(2017) 

Extensive 

standard 

Jauzy A. (2012); 

BPSDM PUPR (2016); 

Kementerian PUPR 

(2017); Permen PU 

(2018) 

Number of Jauzy A. (2012); 
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floors BPSDM PUPR (2016); 

Kementerian PUPR 

(2017) 

The highest unit 

price for state 

buildings 

Jauzy A. (2012); 

BPSDM PUPR (2016); 

Kementerian PUPR 

(2017) 

Construction 

cost index 

Hikmah J. dan Idris 

(2019) 

E. Non-Standard Cost 

Non-standard cost is the cost incurred for the 

implementation of non-standard construction such as: 

permits other than Izin Mendirikan Bangunan (IMB) and the 

installation of other utilities, land preparation, improvement 

of architectural and structural work, building special 

equipments for mechanical and electrical building works, and 

specifically for environmentally friendly buildings 

(Peraturan Presiden No. 73 Tahun 2011). The followings are 

indicators for non-standard cost variables used in this 

research, there are 4 indicators as described in table 2.2 

below.  

Table Error! No text of specified style in document..2 

Indicators and Variables of Non-Standard Cost 

No Variable Indicator Reference 

1 Non-Standard 

Cost 

Volume 

details 

Jauzy A. (2012); 

BPSDM PUPR (2016) 

Buildings 

and 

environment 

Kementerian PUPR 

(2017) 

Significant 

function 

Kementerian PUPR 

(2017); Permen PU 

(2018) 

Other works Kementerian PUPR 

(2017) 

 

F. The Relation of Standards Planning and Permen PU No. 

22 Tahun 2018 to Improve Cost Accuracy 

Based on the journal from (Muhammad T. Hatamleh, 2017) 

which examines the factors that affect the accuracy of project 

costs and added with an understanding of the rules and 

regulations related to the Integrated Design and Build 

contract of the State Building in Permen PU No. 22 Tahun 

2018. Then the synthesis of research or the relation between 

variables is obtained as explained in table 2.4 below.. 

Table Error! No text of specified style in document..4 

Research Synthesis – Relation Between Variables 

N

o 

Relation 

Between Variables 

Reference 

1 Standard Cost  

Non-Standard Cost 

Permen PU No. 22 (2018); 

Perpres No. 73 (2011) 

2 Standard Cost  

Cost Accuracy 

Muhammad T. H (2017); 

Alfredo F. (2005); Mamik R. 

(2007); Pradana & Miftahul 

(2019) 

3 Non-Standard 

Cost  Cost 

Muhammad T. H (2017); 

Alfredo F. (2005); Mamik R. 

Accuracy (2007) 

As seen from table 2.4, the development of standards 

planning for Design Development, Sitework, Structure Work 

on the stadium are works was designed on an Integrated 

Design and Build contract of the state building based on 

Permen PU No. 22 Tahun 2018 as an effort to improve cost 

accuracy.. 

G. Problem Statement 

Variables and indicators that can improve cost accuracy 

are identified through this research. The research objectives 

in this study include how the relationship between cost  

accuracy and cost planning standards in the scope of Design 

Development, Sitework, and Structure work on the Main 

Stadium Building is based on the Minister of Public Works 

Regulation No. 22 of 2018. It is envisaged that via the 

development of this research, the integrated contract system 

for design and construction that is controlled in Minister of 

Public Works Regulation No. 1 of 2020 will be accepted and 

optimized, preventing disputes between the service provider 

and the owner.. 

III. METHOD  

The research method is also the method used about the 

process that is passed in research and discussion of the 

concept of various methods, their strengths and weaknesses 

(Tamara, 2008). So it can be said that the research method is a 

strategy used to answer the formulation of the problem. The 

research method is carried out by identifying the stages in 

conducting research which will be explained further in the 

following subchapters. Chapter 3 will describe the research 

methodology consisting of research strategies, research 

processes consisting of research variables, research 

instruments, data collection processes, and data analysis 

methods. After all these processes have been carried out, the 

Planning and Development of Standards for Design 

Development Work, Sitework, and Structures for the Main 

Stadium Building Works is carried out on an Integrated 

Contract for the Design of State Buildings based on PUPR 

Ministerial Regulation No. 22 of 2018 based on PUPR 

Ministerial Regulation No. 22 of 2018 based on the results of 

the research question which contains the identification of the 

Planning Development Work, Sitework, and Structure Costs 

for the Main Stadium Area Building Work on the Integrated 

Contract for the Design of State Buildings Based on the 

PUPR Ministerial Regulation No. 22 of 2018 which can be 

used to increase cost accuracy. 

H. Materials 

To achieve the objectives of this research, research 

strategies are needed so that the research becomes easier, 

structured, neat, efficient, and effective. The definition of 

research strategy itself is one way to collect data consisting of 

object, subject, variable, and the problem that is being studied 

so that the data is will be directed at the goals to be achieved 

(Sukmadinata, 2005). The grouping of research strategies 

that have been presented above can be explained in table 3.1 

below. 
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Table Error! No text of specified style in document..1 

Measurement Strategy 

Strategy Form of 

Research 

Questions 

Control 

of 

Events 

Focus on 

Contemporary 

Events 

Experiment How, why Yes Yes 

Survey Who, what, 

where, how 

many, how 

big 

No Yes 

Archive 

Analysis 

Who, what, 

where, how 

many, how 

big 

No Yes / No 

Historical How, why No No 

Case Study How, why No Yes 

 

How is the relation between cost accuracy and cost 

planning standards based on Permen PU No. 22 Tahun 2018 

on the scope of Design Development Work, Sitework, and 

Structures Work in the main stadium area? With this, we will 

answer the questions using archive analysis, questionnaires, 

and Structural Equation Model (SEM). 

I. Research Process 

There are several stages in this research, all of which are 

combined from several elements from the data obtained from 

Research Question (RQ) and from the legal understanding of 

Permpen PU No. 22 Tahun 2018. The initial stage in this 

research is to identify the background of the problem that 

causes this research to be carried out, then the next stage is to 

formulate the problem statement in the Research Question 

(RQ) so that the objectives of this research can be achieved. 

Next, an analysis of previous literature is carried out which 

will be used as a support for the literature study that has been 

mentioned in Chapter 2. In the conduction of research, there 

must be a conceptual model in order to develop the system 

that will be produced, also to determine the research 

methodology used as a tool to find the final result of the 

research 

J. Research Variable 

The point of research variables is everything that is 

determined by the researcher to be studied and used to obtain 

information about it, then get a conclusion (Sugiyono, 

Metode Penelitian Kuantitatif, Kualitatif, dan R&D, 2009). 

The followings are the research variables from this study: 

Table Error! No text of specified style in document..2 

Research Variables 

N

o 

Problem 

Statement 

Independent Variable 

(X) 

Depend

ent 

Variable 

(Y) 

1 Developm

ent of Cost 

Planning 

Standards for 

 Technical 

Specification 

Standard 

 Cost 

Improv

e cost 

accuracy 

Design 

Developmen

t, Sitework, 

and Structure 

for Stadium 

Area Works 

in Stadium 

Area based 

on Permen 

PU No. 22 

Tahun 2018 

to improve 

cost accuracy 

Percentage per 

Scope of Work 

 Standard / 

Non-standard 

Fee per Scope 

of Work 

 Cost per m2 

 Cost per seat 

 Permen PU No 

22 Tahun 2018 

 

K. Procedures 

The procedure used as research strategies that have been 

determined for this research is archive analysis, surveys in 

the form of questionnaires, and validation from experts. The 

questionnaire will be used as a research instrument in this 

study. Data collection for the Research Question (RQ) is 

divided into several stages. Before conducting a pilot survey 

for the first questionnaire, an analysis of the archive from 

previous literature studies was carried out as materials in 

order to create the questionnaires. The first stage of data 

collection was carried out to find out what elements of 

standard and non-standard costs could have an influence cost 

accuracy in the cost planning for integrated design and build 

contract in the scope of Design Development, Sitework, and 

Structure Work in the stadium area by validating the contents 

onstructs through interviews and discussions with experts.. 

L. Data Analysis 

After the data has been collected, the next phase is to do 

data analysis. Data analysis is conducted to determine 

whether or not the independent variables could affect the 

dependent variables. The results obtained from the data 

analysis will be compared with the temporary associative 

causal research hypothesis. According to (Santoso, 2000) 

statistical science is useful for making decisions on certain 

problems. In addition, statistics can also be interpreted as 

activities carried out to collect data, summarize/present the 

data, analyze the data with certain methods, and interpret the 

result of the analysis. To ascertain the effect of planning 

standards on cost accuracy in state buildings, this research is 

extended by evaluating respondent questionnaire data using 

the SmartPLS tool after it has been analyzed using the SPSS 

tool. 

M. Validity and Reliability 

a) Validity Test Using SPSS 

A study is included in the category of trustworthy and has 

good results when the instrument in the study is valid and 

reliable. The validity test will measure the accuracy of each 

research instrument. In this study, the product moment 

correlation test or Pearson correlation using SPSS will be 

used to measure the validity of an instrument. Firdaus (2009) 

states that Pearson Correlation will have a correlation 

coefficient value to measure the strength of a linear 

relationship between two variables (Wulandari, 2021). The 
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result of the Pearson correlation test is the Pearson correlation 

value "r". According to Sudhana (2005), a statement 

instrument will be declared valid if it has a Pearson 

correlation r value greater than the r value contained in the r 

distribution table (Wulandari, 2021). This study uses a 

sample of 74 people so that the value of r table as a guideline 

for measuring the validity of the data is 0.229 at a significant 

level of 5%. 

Table 4.6 Result of The Pearson Correlation Analysis 

 

Correlations Total Description 

X1.1 

 

Pearson 

Correlation 

0.775
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X1.2 

 

Pearson 

Correlation 

0.816
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X1.3 

 

Pearson 

Correlation 

0.788
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X1.4 

 

Pearson 

Correlation 

0.798
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X1.5 

 

Pearson 

Correlation 

0.838
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X1.6 

 

Pearson 

Correlation 

0.874
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X2.1 

 

Pearson 

Correlation 

0.793
**

 Valid 

Sig. 

(2-tailed) 

0.006 

X2.2 

 

Pearson 

Correlation 

0.769
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X2.3 

 

Pearson 

Correlation 

0.814
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X2.4 

 

Pearson 

Correlation 

0.781
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X3.1 

 

Pearson 

Correlation 

0.740
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X3.2 Pearson 0.832
**

 Valid 

 Correlation 

Sig. 

(2-tailed) 

0.000 

X3.3 

 

Pearson 

Correlation 

0.771
**

 Valid 

Sig. 

(2-tailed) 

0.000 

X3.4 

 

Pearson 

Correlation 

0.721
**

 Valid 

Sig. 

(2-tailed) 

0.000 

Y1.1 

 

Pearson 

Correlation 

0.768
**

 Valid 

Sig. 

(2-tailed) 

0.000 

Y1.2 

 

Pearson 

Correlation 

0.839
**

 Valid 

Sig. 

(2-tailed) 

0.000 

Y1.3 

 

Pearson 

Correlation 

0.805
**

 Valid 

Sig. 

(2-tailed) 

0.000 

Y1.4 

 

Pearson 

Correlation 

0.797
**

 Valid 

Sig. 

(2-tailed) 

0.000 

Y1.5 

 

Pearson 

Correlation 

0.762
**

 Valid 

Sig. 

(2-tailed) 

0.000 

N. Reliability Test (Cronbach’s Alpha) Using SPSS 

Reliability test is conducted to measure whether a research 

result can be trusted or not. According to Singarimbun (1989), 

the reliability test aims to determine the level of consistency 

or reliability of measuring instruments in providing research 

results as indicated by the consistency and stability of 

respondents' answers to each question. The reliability test 

will be carried out with SPSS using the Cronbach's Alpha 

method with the following conditions (Wulandari, 2021): 

- Cronbach's Alpha value > 0.6 → Reliable 

- Cronbach's Alpha value < 0.6 → Unreliable 

The results of the reliability test of 19 indicators are as 

follows: 

Table 4.7 Results of Reliability Test 

Reliability Statistics 

Cronbach's Alpha N of Items 

0.871 19 

 

The results of the reliability test in Table 4.7 show that of 

the 19 indicators used in this study, the Cronbach alpha's 

value of 0.871 > 0.6 means that all indicators in this study are 

reliable and trustworthy. The reliability of each indicator can 

also be known through the value of Cronbach's Alpha if Item 

Deleted which is listed in the following table: 

O. Data Adequacy Test Using SPSS 
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The data adequacy test in this study was conducted to 

determine that the amount of data used was sufficient to be 

used or not. The data adequacy test will be analyzed using the 

KMO & Bartlett's Test using SPSS with the following 

results:  

Table 4.9 Calculation Result of KMO dan Bartlett’s 

Test 

 

KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 

0.844 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 795.777 

df 171 

Sig. 0.000 

 

The results of the KMO & Bartlett's Test in Table 4.9 show 

that this study has a KMO value of 0.844 > 0.5, so it can be 

concluded that the research sample obtained is sufficient to 

be used. The value of Bartlett's Test of Sphericity has a 

significance value of 0.000 < 0.05, which means that there is 

a significant correlation between research variables so that it 

can be continued to the next stage of analysis. 

 

IV. Result and Discussion 

All the existing indicators (indicators after deletion) have a 

significant effect on the latent variable because each has a 

T-statistic value greater than 1.96 or a P-Value < 0.05. 

Furthermore, the following is a table of path coefficient result 

from bootstrapping to see the significance of the relation 

between variables.  

Table 4.1 Path Coefficient Table, Result of 

Bootstrapping 

Relation 

Origina

l 

Sample 

(O) 

T 

Statistics 

(|O/STD

EV|) 

P 

Value

s 

Descri

ption 

Non-standar

d Cost -> 

Cost 

Accuracy 

0.541 3.891 0.000 

Signifi

cant 

Impact 

Standard 

Cost -> Cost 

Accuracy 

-0.197 3.014 0.003 

Signifi

cant 

Impact 

Other Cost -> 

Cost 

Accuracy 

0.339 2.404 0.017 

Signifi

cant 

Impact 

 

The results of the Path Coefficient in Table 4.17 show the 

X1 variable. Standard Cost, X2. Non Standard Costs and X3. 

Other Costs have a significant effect on Y1. Cost Accuracy 

because the T-Statistic value > 1.96 or P-Value value < 0.05 

Standard costs (0.541) and other costs (0.339) have a positive 

path coefficient value which means that standard costs and 

other costs have a positive and significant effect on 

increasing accuracy cost. Meanwhile, non-standard costs 

(-0.197) have a negative path coefficient value, which means 

that non-standard costs have a negative and significant effect 

on decreasing cost accuracy. Judging from the smallest 

p-value and the largest coefficient, the variables that have the 

most influence on cost accuracy are standard costs, other 

costs and the last is non-standard costs. 

P. R Square 

The value of R Square is the coefficient of determination 

which explains the further relationship between the 

independent variable and the dependent variable. The value 

of R Square ranges from 0 to 1. The value of R Square which 

is closer to 1 (one), the better. 

Table 4.2 R Square Table, Result of Bootstrapping 

  
R 

Square 

R Square 

Adjusted 

Y1 - Akurasi 

Biaya 
0.739 0.728 

 

Table 4.18 shows that the R-square value of the cost 

accuracy variable is 0.739 which indicates that the cost 

estimation accuracy can be explained by standard costs, 

non-standard costs and other costs of 73.9% which are 

included in the moderate category. (Joe F Hair et al., 2011). 

While the remaining 26.1% can be explained by variables 

other than the variables used in this study. 

Q. Fit Model 

The result of Fit Model can be seen in table 4.3 below: 

Table 4.3 Result of Fit Model 

  
Saturated 

Model 

Estimated 

Model 

SRMR 0.075 0.075 

d_ULS 1.064 1.064 

d_G 0.647 0.647 

Chi-Square 247.130 247.130 

NFI 0.720 0.720 

 

Table 4.19 shows that the model in this study is able to 

represent the actual situation in the field by 72%. The 

following is a model of the relationship between variables in 

the Inner Model which is described using the SmartPLS 

software, which can be seen as follows: 
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Picture 4.1 Structural Equation Modelling Overview 

on Inner Model 

 

V. CONCLUSION 

The mathematical model obtained from this research is  

y = 0.541x1 – 0.197x2 + 0.339x3 so that the cost accuracy 

will improve if the standard and other costs are increased, 

while non-standard cost must be reduced. This is also evident 

from the P-Value which shows that all the indicators are 

significant to cost accuracy. 
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Land use and Climate Change Impact Assessment 

of Hydrological Characteristics of Addalam 

Watershed using Soil and Water 

 Assessment Tool (SWAT) 

 
Sean L. Agbanlog  

 

Abstract 

Assessing the future environmental impact of climate change and land use change as it greatly affects the hydrologic 

processes and physical condition of the watershed is important as a mitigation and adaptation strategies to minimize risks 

and vulnerability of the watershed.  

Prediction of the possible outcome of rainfall change in 2050 to the watershed was one important index that SWAT model 

has generated. The measures for the goodness-of-fit of model predictions used during the calibration and validation periods 

were the Coefficient of determination (R2) and the Nash Sutcliffe Simulation Efficiency (NSE), these numerical model 

performance measures the fraction of the variation in the measured data that is replicated in the simulated result of the model 

which was the basis of the acceptability of the model simulated values. 

The SWAT model was parameterized and calibrated to simulate the hydrologic responses of the Addalam watershed to land 

use and climate changes using the A1B medium range climate scenario of PAGASA using the PRECIS (Providing Regional 

Climates for Impacts Studies, pronounced pray-sea) model. The A1B medium range climate scenario of PAGASA was used 

to capture the future impact of climate change and land use change. The seasonal temperature change and rainfall change in 

2050 revealed a significant change in the annual water balance parameters of the watershed.  

Application of the model on analysis of integrated climate and land use changes indicated the positive impact of scenario 3 

(reforestation) reveals the reduction of surface runoff and sediment yield in 2050-time frame as compared to scenario 1 

which represents 2050 climate and rainfall increase and scenario 2 (50% transformation of agricultural land to urbanization) 

of about 4.47% converting 50% of Agricultural land and 100% of grassland to forest area. 

It was concluded that the increased surface runoff and sediment yield in 2050 time slices could trigger more landslide and 

erosion and flooding in low lying areas. And it will be recommended that adaptation strategies should be formulated to 

address these issues and associated impacts affecting development in the area. An advance planting dates of crops during dry 

months is one way of addressing farmers on the expected rainfall reducing the impact of water scarcity and hazards. 

 

 

I. INTRODUCTION 

The Addalam watershed of the Cagayan River Basin is 

home to the people of Quirino province and lower 

downstream is partly belongs to Isabela province. The 

Addalam river caters to the irrigation needs of ricelands in 

Cabarroguis, Aglipay and Saguday in Quirino, and nearby 

towns in Isabela. Didipio is a high-grade underground gold 

and copper mine located on the island of Luzon, where one of 

the gold mining company was operating. Oceana Gold 

Philippines Incorporation acquired Didipio, Nueva Vizcaya 

in 2006 through a merger with Climax Mining Ltd. and 

commenced commercial production as an open pit operation 

in 2013. In 2016, the mine transitioned from an open pit to 

underground operation, with production from the 

underground commencing in early 2017. This existence of 

mining company catches major concern in watershed 

management especially increasing of surface runoff and 

sediments. 

Watershed Management is the process of implementing  

land use and water management practices to protect and 

improve quality of water and other natural resource within a 

watershed. It also defines the relationship between people, 

nature, land and water. Hence, balance between natural 

resources and the society should be achieved because people 

cannot be separated from nature.  Quantitative prediction of 

land cover and climate change impacts on hydrologic 

processes is widely used to develop sound watershed 

management strategies. However, not much is yet understood 

about the hydrologic behavior of watersheds in the 

Philippines in response to land cover change and climate 

variability (Maria Graciela Anna S. Arceo et.al., 2018). 

The increased agricultural land area, variability of rainfall 

and vegetation damage as influenced by Climate Change and 

changes in land use pattern can lead to the change in 

hydrological equilibrium in a watershed system. Climate 

change and other factors aggravates the unnatural hydrologic 

processes that contributes destructive phenomena such as 

droughts and floods. Flash floods causes severe natural 

disasters over the world generating property and 

infrastructures damages, poverty and loss of human life, 
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among others (J. Abellan, et.al., 2018).  

Land use, land cover and climate change (CC) can 

significantly influence the hydrologic balance and 

biogeochemical processes of watershed systems. These 

changes can alter interception, evapotranspiration (ET), 

infiltration, soil moisture, water balance, and biogeochemical 

cycling of carbon, nitrogen, and other elements. Changes in 

climate and land cover increase surface runoff significantly 

by 2100 as well as stream discharge. Combined change in 

land cover and climate cause 10% increase in peak volume 

with 7% increase in precipitation and 75% increase in 

effective impervious area. Climate and land use changes can 

intensify the water cycle and introduce seasonal changes in 

watershed systems. Understanding dynamic changes in 

watershed systems is critical for mitigation and adaptation 

options. (A. Talib, et.al., 2017). 

 

DISCUSSION OF RESULTS 

 

Simulated Water Balance Components Production in 

Addalam Watershed. 

Table 6 and 7 shows the annual and monthly components 

of water balance in the watershed including the amount of 

sediment or erosion rate and as graphically showed in Figure 

12. As presented, average monthly hydrological processes 

peaks during rainy season in the watershed except for 

evapotranspiration which is largest during dry months.  From 

the annual average rainfall from 1986 to 2016 computed at 

2,137.9 mm, 3.05% were transformed in a form of runoff, 

16.98% for shallow ground water recharge, smallest amount 

of 1.33% for deep aquifer recharge having its total aquifer 

recharge of 26.51% and gaining the Water yield (Streamflow) 

gained the highest amount of rainfall of 73.93% and 17.72% 

are being consumed to meet evapotranspiration demand. 

Evapotranspiration rate are highest during the months of 

February to June. Total sediment yield range was 7.024 

ton/ha at 19.09% average monthly increase attributed to 

projected higher rainfall from July to December. The highest 

monthly value and rate is computed in the month of 

November at 2.11 tons/ha and 29.97% respectively.  

 

Table 6. Annual Water Balance in Addalam Watershed. 

PARAMETERS AMOUNT 

 (mm) 

PERCENT OF 

RAINFALL 

Rainfall 2137.9   

Surface Runoff 65.28 3.05 

Shallow Groundwater Recharge 362.97 16.98 

Deep Aquifer Recharge 28.34 1.33 

Total Aquifer Recharge 566.85 26.51 

Total Water Yield (Streamflow) 1580.59 73.93 

Percolation 569.66 26.65 

Potential Evapotranspiration 903.7 42.27 

Evapotranspiration 378.8 17.72 

 

Table 7. Average Monthly Parameter Values of Addalam Watershed. 

MONTH 
RAIN 

(mm) 

SURF 

Q 

(mm) 

LAT Q 

(mm) 

WATERY

IED 

(mm) 

ET 

(mm) 

SEDIMENT 

YIELD 

(T/Ha) 

PET 

(mm) 

JAN 71.86 1.75 36.09 85.09 19.19 0.23 45.18 

FEB 55.36 0.15 27.09 47.58 18.64 0.03 63.88 

MAR 57.18 0.11 26.19 36.5 23.75 0 69.43 

APR 68.56 0.09 31.91 38.22 33.57 0 103.76 

MAY 199.17 1.71 99.67 111.17 46.49 0.03 102.13 

JUN 171.46 1.86 86.65 109.61 41.2 0.03 97.41 

JUL 211.51 4.48 108.03 137.77 40.35 0.17 92.66 

AUG 230.25 7.04 120.64 161 40 0.42 94.92 

SEP 242.96 6.06 131.17 177.56 36.27 0.7 77.71 

OCT 278.04 11.43 151.45 213.23 32.84 1.39 68.44 

NOV 310.94 18.37 171.62 249.1 25.47 2.11 49.59 

DEC 242.04 12.25 134.29 215 21.54 1.93 40.27 

TOTAL 2139.3 65.3 1124.8 1581.83 379.31 7.04 905.38 

https://scholar.google.com/citations?user=eLpjKBMAAAAJ&hl=en&oi=sra
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Figure 12. Average monthly values and sediment yield in tons/ha 

 

Calibrated Values of SWAT Model Parameters for 

Addalam Watershed. 

 

Table (8) below showed the calibrated parameters of the 

SWAT model for the Addalam watershed. These values were 

used for validation and later for application. 

Table 8. Calibrated SWAT parameters for Addalam watershed. 

Parameter Description Calibrated Value 

SOL_AWC Available soil water content 0.355 

ESCO Evaporation compensation factor 0.95 

ALPHA_BF ALPHA_BF 0.048 

CN2 SCS curve number for soil moisture 

condition 

35 

USLE_P USLE practice factor 1 

GW_DELAY Groundwater delay (days) 5000 

GWQMN Threshold depth of water in the shallow 

aquifer required 

1000 

GW_REVAP Groundwater "revap" coefficient 0.1 

 

The SWAT simulation reproduced the observed 

discharges and their variation in time but tended to 

overestimate the streamflow during dry periods. The 

overestimation may indicate that the model is nor entirely 

capturing the dynamics of the groundwater components or is 

not simulating adequately the evapotranspiration capacity of 

the vegetation. The in accuracy of the model performance 

during periods maybe also associated with the objective 

function (NSE) used to calibrate the model, which tends to 

rely more on model performance during flood events. In line 

with these results, SWAT has been shown to be weak when 

simulating low flows in other areas, thus calibration did not 

cover the most extreme rainfall events of the entire period, 

resulting in a poor performance during the validation 

(Zamora et.al., 2018).  

 

In addition, event timing was simulated relatively 

accurately although a few hydrographs display a slight lag in 

the timing peaks. This lag tends to suggest that factors 

including the spatial variation and resolution of the 

precipitation product may impact the model performance in 

simulating peak timing and routing (Smith et.al., 2004). 

Some reasons also may indicate by unexpected storm events 

during dry season or absence of storm during expected wet 

seasons. One situation cited from the graph (Figure 15) was 

the occurrence of storm during the dry months of 2005.  
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Figure 13.  Comparison of the monthly simulated and actual streamflow for the calibration period. 

The month of January to May 2005 showed a reverse result 

between the actual and calibrated streamflow indicating a 

sudden increase during the dry months of February to May 

which expectedly a decrease of water yield on that period. 

The increase of flow in that period showed that there was an 

entry of typhoons- Auring and Bising in the month of March 

2005 showing an increase of water yield and caused an 

underestimated value of calibrated from the actual. Overall, 

the results, thus indicated that hydrologic processes in SWAT 

were modeled realistically and thus, can be extended to 

simulate other hydrologic process including various land use 

and climate change scenarios. The simulated streamflow in 

the gauging station were lumped into monthly totals and 

compared with the monthly measured streamflow. 

 

 

 

 
Figure 14. Comparison of the monthly simulated and actual streamflow for the validation period. 

 
Figure 15. Monthly observed and simulated streamflow in the study area. 

Results showed that the simulated and measured 

streamflow were matched well (Figure 15) with coefficient of 

determination, R
2
 of 0.6996 in calibration period (Figure 13) 

and 0.7261 in validation period (Figure 14).  The adequacy of 
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the SWAT model to simulate the streamflow was also 

indicated by the positive NSE value of 0.7693 under 

calibration period and 0.7881 under validation period. The 

adequacy of the model was further indicated by its clear 

response to extreme rainfall events resulting in high 

streamflow. 

 

Simulation of Hydrologic Impacts of Land Use and 

Climatic Change Scenarios 

 

The calibrated SWAT model was used in assessing the 

impact of increasing temperature and rainfall changes on the 

water balance of the watershed. The computed seasonal 

temperature and rainfall changes in 2050 under the A1B 

medium-range scenario were used to generate synthetic 

rainfall and temperature data for the period 2036-2065. The 

generated data were then used to run the calibrated SWAT 

model to simulate the water balance of watershed. 

Results of the simulation showed that there would be likely 

increase in water yield, surface runoff and sediment yield 

(Table 9) in 2050 time slices as a result of the increase annual 

rainfall amount in the watershed. Water yield during the 

summer months of February to May would likely decreased 

as consequence of less rainfall during these period. Such 

decrease in the water yield of the watershed during the 

summer months may result to shortage of water supplies 

affecting rainfed crop production at the later part of dry 

cropping season.  

On the other hand, the simulated surface runoff and 

sediment yield also showed that there would be likely 

increase of surface runoff and sediment yield in 2050 time 

slices which could trigger more landslide and erosion and 

flooding in low lying areas. Adaptation strategies should be 

formulated to address these issues and associated impacts 

affecting development in the area.  

Table 9. Simulated monthly baseline and 2050 percent increase of surface runoff, water yield and Sediment Yield in 

Addalam watershed. 

MONT

H 

Baseline 2050 % Increase 

Surfa

ce 

Runof

f, mm 

Water 

Yield, 

mm 

Sediment 

Yield, 

tons/ha 

Surface 

Runoff, 

mms 

Water 

Yield, 

mm 

Sediment 

Yield, 

tons/ha 

Surface 

Runoff, 

mm 

Wa

ter 

Yield, 

mm 

Sedim

ent Yield, 

tons/ha 

Jan 1.75 85.09 0.23 3.25 
104.3

1 
0.6 85.7 

22.

6 
160.9 

Feb 0.15 47.58 0.03 0.36 61.6 0.09 140.0 
29.

5 
200.0 

Mar 0.11 36.5 0 0 29.62 0 -100.0 
-18

.8 
0.0 

Apr 0.09 38.22 0 0 25.28 0 -100.0 
-33

.9 
0.0 

May 1.71 
111.1

7 
0.03 0.29 71.67 0 -83.0 

-35

.5 
-100.0 

Jun 1.86 
109.6

1 
0.03 2.78 

110.2

9 
0.05 49.5 0.6 66.7 

Jul 4.48 
137.7

7 
0.17 5.98 

146.5

7 
0.33 33.5 6.4 94.1 

Aug 7.04 161 0.42 9.01 
174.1

3 
0.7 28.0 8.2 66.7 

Sep 6.06 
177.5

6 
0.7 6.23 

181.7

3 
0.86 2.8 2.3 22.9 

Oct 11.43 
213.2

3 
1.39 11.82 216.5 1.59 3.4 1.5 14.4 

Nov 18.37 249.1 2.11 18.93 
253.4

4 
2.41 3.0 1.7 14.2 

Dec 12.25 215 1.93 23.07 
260.5

3 
4.12 88.3 

21.

2 
113.5 

 

Table 9 showed also a negative percentage increase of 

surface runoff, water yield and sediment yield in the period of 

March to May due to the projected Seasonal temperature 

increases and rainfall change in 2050 under the 

medium-range scenario (A1B) in the province of Isabela 

which showed a negative projection percentage increase of 

-29.2 % of rainfall and highest increased of temperature of 

about 2.1 
o
C indicating lower amount of surface runoff, water 

yield and sediment yield than the actual measured value. 

 

Result highlights of simulation were shown in Figure 16 

and Table 10 as follows: 
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1) Scenario 1: As shown in Figure 16, total increase in 

annual rainfall would be 3.04% or 64.9 mm 

resulting to increases in run-off and water yield at 

25.2% and 3.36%, respectively; all other parameters 

increases against baseline like percolation increase 

of about 2.45%, evapotranspiration increase of 

1.95% and 52.7% sediment yield expectedly as 

surface runoff increased. 

2) Scenario 2: Simulation showed a 25.25% or 16.48 

mm increase in runoff, 3.36 % or 53.13 mm increase 

in water yield, 6.52% increase in percolation and 

0.25% decreased in evapotranspiration. 

3) Scenario 3:  Result reveals that this scenario 

condition will result to significant reduction of 

erosion in 2050 by 12.09% for the month of October 

against baseline, 4.47% against scenario1 and 

scenario 2 which is translated to 0.15 during the 

month of October and 0.46 tons per hectare during 

rainy months from July to December. 

 

Table 10. Simulated annual water balance of the different scenarios in Addalam watershed. 

Parameters 

Baseline Scenario 1 Scenario 2 Scenario 3 

Amount 

(mm) 
Percent of 

Rainfall 
Amount 

(mm) 
Percent of 

Rainfall 
Amount 

(mm) 
Percent of 

Rainfall 
Amount 

(mm) 
Percent of 

Rainfall 

Rainfall 2137.9   2202.8   2202.8   2202.8   

Surface Runoff 65.28 3.05 81.73 3.71 81.76 3.71 81.71 3.71 

Shallow Groundwater 

Recharge 
362.97 16.98 372.22 16.9 372.16 16.89 371.8 16.88 

Deep Aquifer Recharge 28.34 1.33 29.02 1.32 29.01 1.32 28.88 1.31 

Total Aquifer Recharge 566.85 26.51 580.3 26.34 580.28 26.34 579.99 26.33 

Total Water Yield 

(Streamflow) 
1580.89 73.93 1634.07 74.18 1634.02 74.18 1633.92 74.17 

Percolation 
569.66 26.65 583.63 26.49 583.61 26.49 583.3 26.48 

Potential Evapotranspiration 903.7 42.27 959.4 43.55 959.4 43.55 959.4 43.55 

Evapotranspiration 378.8 17.72 386.2 17.53 386.2 17.53 386.3 17.54 

 

 

 

 
Figure 16. Simulated baseline sediment yield and across scenarios. 
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CONCLUSIONS 

Based from the result of the analysis, the following 

conclusions were drawn; 

1. Results show that the simulated and measured 

streamflow were matched well with coefficient of 

determination, R
2
 of 0.6996 in calibration period and 

0.7261 in validation period.  The adequacy of the SWAT 

model to simulate the streamflow is also indicated by the 

positive Nash-Sutcliffe model Efficiency (NSE) value of 

0.7693 under calibration period and 0.7881 under 

validation period which was greater than the threshold 

acceptable value of 0.50 and 0.60, respectively. 

2. Water yield during the summer months of February to 

April would likely decreased as consequence of less 

rainfall during these period. Such decrease in the water 

yield of the watershed during the summer months may 

result to shortage of water supplies affecting rain fed 

crop production at the later part of dry cropping season.  

The positive impact of reforestation revealed the 

reduction of surface runoff and sediment yield in 

2050-time frame as compared to scenario 1 and 2 which 

was reduced of about 4.47% by converting about 50% of 

Agricultural land and 100% of grassland to forest area. 
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Influenced by Third Generation Nutrition 
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Abstract 

The study was conducted to determine the performance of two corn varieties and Third Generation Nutrition Bio-fertilizer 

interaction and to determine the return of investment of the different treatment combinations. The study was conducted at 

the experimental area of the Institute of Agricultural Technology, Isabela State University, Cauayan City Isabela. There 

were two factors used as treatments in the study. Main-plot (variety) using to corn varieties and sub-plot (fertilizer) 

F1-Farmers practice (100 kg 14-14-14, 100 kg 16-20-0, & 100 kg urea ha
-1

, F2- 50 kg 14-14-14, 50 kg 16-20-0, & 50 kg urea 

ha
-1

, +75 kg Aishawariya , 1000 ml New Suryamin, 500 ml Wonder , and 500 ml Megacal ha
-1

, F3- 70 kg 14-14-14, 70 kg 

16-20-0, & 70 kg urea ha
-1

, +37.5 kg Aishawariya , 500 ml New Suryamin, 250 ml Wonder , and 250 ml Megacal ha
-1

, and 

F4- 150 kg Aishawariya , 2000 ml New Suryamin, 1000 ml Wonder , and 1000 ml Megacal ha
-1

). The experiment was laid 

out following the split plot design. The two corn varieties had insignificant differences on plant height. The ear height, ear 

weights with and without husk, ear length, ear diameter and corn ear yield per sampling area obtained from the two varieties 

were comparable with each other. The plants applied with 70 kg 14-14-14, 70 kg 16-20-0, & 70 kg Urea ha
-1

, +37.5 kg 

Aishawariya, 500 ml New Suryamin, 250 ml Wonde , and 250 ml Megacal ha
-1 

produced the tallest plants , ear weights with 

and without husk, ear length and ear diameter.  The different treatment combinations produed comparable heights at 30 days 

after planting but significant differences among the treatment combination were observed at 60 days after planting. The 

combined effect of 70 kg 14-14-14, 70 kg 16-20-0, & 70 kg Urea ha
-1

, +37.5 kg Aishawariya, 500 ml New Suryamin, 250 ml 

Wonde , and 250 ml Megacal ha
-1 

is recommended for glutinous corn because it obtained the highest yield and return on 

investment. 

 

Keywords: “Glutinous corn, bio available, organic nutrients, optimum, Bio-fertilizer, Third generation nutrition 

technology” 

 

I. INTRODUCTION 

Corn growers need to set a realistic corn yield goal in order 

to make sound decisions on hybrid, seeding rate, fertilizer 

application, and irrigation. The goal should be the most 

profitable yield that can be expected for a particular set of soil, 

climate, and management practices. The yield potential is the 

maximum production of a crop cultivar that can be achieved 

in a given environment. To achieve a yield potential, the crop 

must receive optimum levels of water and nutrients and be 

completely protected against weeds, pests, diseases and other 

factors that may reduce growth. Growth limiting factors such 

as water and nutrients determine the actual yield. Yield 

potential is reduced by insufficient nutrients, water supply, 

diseases, insects, weeds, lodging, or poor soil physical traits 

and quality. Maximum yields obtained in corn yield contest 

are reasonable estimates of yield potential because corn is 

grown in these plots at high density and nutrient supply and 

full weed and pest control. 

The third generation nutrition technology or 3G includes 

bioavailable, organic nutrients which were chelated with 

gluconate, lactate, and amino acids which are almost 100 

percent absorbed by plants. The 3G bioorganic nutritional 

products were produced through sophisticated fermentation 

biotechnology and tap innovative molecules. These substitute 

chemical fertilizers, bio-fertilizers, effective microorganism 

and other nutritional inputs needed by the plants to achieve 

their optimum growth. Studies of the 3G technology showed 

that there is no fixation of nutrients in the soil, hence leading 

to no soil or water pollution. Increased in microflora was also 

observed making the nutrients bioavailable providing balance 

distribution to plants. 

The objective of the study was to evaluate the effect of 

Third Generation Nutrition Bio-fertilizer on two hybrid corn.  
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II. MATERIALS AND METHODS 

Securing of Seeds 

          The seeds of hybrid glutinous corn (Klasika F1 and 

Sweet Pearl varieties) were secured from an accredited seed 

dealer of East West Seed Company in the locality. 

 

Location of the Experimental Area 

          The Experimental area was located at the 

experimental area of the Institute of Agricultural Technology, 

Isabela State University, Cauayan 

 

Land Preparation, Laying-out the Experimental Area 

and Experimental Design 

           An experimental area of 381.88 square meters was 

cleared from grasses and stubbles to facilitate thorough land 

preparation. The area was plowed initially by tractor and left 

idles for two weeks for the weeds to decay. All un-decayed 

weeds were removed to facilitate thorough land preparation. 

An animal drawn plow was used for the final plowing and 

harrowing. 

           The prepared area was laid-out in three equal blocks, 

each block and had a dimension of 4.75 meters’ x 23.5 meters 

spaced with one meter between blocks. Each block was 

further subdivided into eight plots measuring by 4.75 meters’ 

x 2.5 meters, spaced with 50 centimeters between plots. The 

experimental treatments were randomly allocated following 

the randomization procedure for Split-Plot Design. 

 

Experimental Treatments 

         There were two factors used in the experiment and 

they were as follows:  

 

Main-Plot (Variety) 

          V1 – Klasika F1 

          V2 – Sweet Pearl 

 

Sub-Plot (Fertilizer) 

          F1 – Farmer’s Practice (100 kg Triple 14, 100 kg 

16-20-0 kg & 100 kg Urea ha 
-1

) 

          F2 – 50% Farmer’s Practice + 50% RR Third 

Generation Nutrition Bio-fertilizer (50     

          kg Triple 14, 50 kg 16-20-0 & 50 kg Urea ha
-1

 + 75 

kg Aishwariya, 1000 ml New  

          Suryamin, 500 ml Wonder, and 500 ml Megacal 

ha
-1

) 

          F3 – 70% Farmer’s Practice + 
1 

+ 30% RR Third 

Generation Nutrition Bio-fertilizer  

          (70 kg Triple 14, 70 kg 16-20-0 & 70 kg Urea ha
-1

 

37.5 kg Aishwariya, 500 ml  

          New Suryamin, 250 ml Wonder, and 250 ml 

Megacal ha
-1

) 

          F4 – 100% RR Third Generation Nutrition 

Bio-fertilizer (150 kg Aishwariya, 2000   

          ml New Suryamin, 1000 ml Wonder, and 1000 ml 

Megacal ha
-1

) 

 

 

Construction of Furrows and Application of Fertilizer 

         Furrows at a distance of 75 centimeters between 

furrows were established just before basal application and 

planting. The rate of inorganic fertilizer was based from the 

Farmer’s Practice and the application of Third Generation 

Nutrition Bio-fertilizer was based from the protocol given by 

the Department of Agriculture – Bureau of Agricultural 

Research (DA-BAR), Quezon City. The fertilizer used 

applied per treatment is presented in Tables 1 and 2. 

 

Planting and Replanting 

          Two seeds were planted per hill at a distance of 20 

centimeters per hill. The seeds were covered with fine soil 

and foot pressed to have uniform germination. 

          Replanting was done five days after emergence. 

 

Table 1. Kinds, Amount (kg) and Time of Application of Fertilizer per Hectare used in the Study. 

TREATMENT Basal Top 

Dressing 

(30 

DAP) 

Application of 3G 

15 DAP 30 DAP 

T1 – Farmer’s 

        Practice 

100 kg T14 

100 kg 16-20-0 

100 kg 

Urea 

  

T2 – 50% FP 

       + 50% 3G 

50 kg T14 

50 kg 16-20-0 

75 kg Aishwariya (3G) 

50 kg 

Urea 

1000 ml New Suryamin 

500 ml Wonder 

500 ml Megacal 

1000 ml New Suryamin 

500 ml Wonder 

500 ml Megacal 

T3 – 70% FP +  

       30%3G 

70 kg T14 

70 kg 16-20-0 

105 kg Aishwariya (3G) 

70 kg 

Urea 

600 ml New Suryamin 

300 ml Wonder 

300 ml Megacal 

600 ml New Suryamin 

300 ml Wonder 

300 ml Megacal 

T4 – 100% 3G 150 kg Aishwariya (3G)  2000 ml New Suryamin 

1000 ml Wonder 

1000 ml Megacal 

2000 ml New Suryamin 

1000 ml Wonder 

1000 ml Megacal 
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Table 2. Kinds, Amount (g) and Time of Application of Fertilizer per 11.88 m
2
 used in the Study. 

TREATMEN

T 

Basal Top 

Dressing 

(30 DAP) 

Application of 3G 

15 DAP 30 DAP 

T1 – Farmer’s 

        Practice 

118.8 g T14 

118.8 g 16-20-0 

118.80 g 

Urea 

  

T2 – 50% FP 

       + 50% 3G 

59.40 g T14 

59.40 g 16-20-0 

0.89.1 g Aishwariya (3G) 

59.40 g 

Urea 

1.13 ml New Suryamin 

0.56 ml Wonder 

0.56 ml Megacal 

1.13 ml New Suryamin 

0.56 ml Wonder 

0.56 ml Megacal 

T3 – 70% FP +  

       30%3G 

83.16 g T14 

83.16 g 16-20-0 

53.46 g Aishwariya (3G) 

83.16 g 

Urea 

0.79 ml New Suryamin 

0.39 ml Wonder 

0.39 ml Megacal 

0.79 ml New Suryamin 

0.39 ml Wonder 

0.39 ml Megacal 

T4 – 100% 3G 1.78.20 g Aishwariya  2.25 ml New Suryamin 

1.13 ml Wonder 

1.13 ml Megacal 

2.25 ml New Suryamin 

1.13 ml Wonder 

1.13 ml Megacal 

 

Care and Management of the Crop 

         Cultivation and Weeding. Off-barring was done at 15 

days after planting and hilling-up was done at 30 days after 

planting. Hand weeding was done to control weeds that were 

not controlled during cultivation. 

         Water Management. Irrigation was done as the need 

arose. 

         Crop Protection. The occurrence of insect pests and 

diseases was monitored to control severe infestation. 

 

Harvesting 

         The corn ears were harvested when they reached soft 

dough stage. The ears of the sample plants were harvested 

one by one, placed in plastic sack, and properly labeled.  

   

Data Gathering 

         1. Plant Height at 30 and 60 Days after Planting. The 

height of the ten randomly selected representative plants was 

measured from the base of the plants up to the tip of the 

meristem by using a meter stick at 30 days after planting 

while the plant height at 60 days after planting was measured 

up to the first node of the tassel. 

          2. Ear Height. Ear height was measured from the 

base of the plant to the node bearing the lowest ear. 

         3. Weight of Ear with and without Husk. The ten 

sample ears with husks was weighted after harvest. The husk 

was removed and weighted. The weight was divided by ten to 

obtain the weight per ear. The weight was determined using 

the digital weighing balance. 

          4.Lenght of Corn Ear. The ear lengths of the ear 

without husks from the ten representative plants was 

measured by using foot ruler from end to end of the ear. 

          5. Diameter of Ear. The sample ears that was used in 

determining the length of ear without husks was used to 

determine the diameter using the Vernier caliper. 

          6. Yield per Sampling Area. All harvested ears in 

each sampling area with husks was weighed and used as the 

basis for the computation of yield per hectare. 

 

Statistical Analysis 

          All the data gathered were analyzed following the 

Analysis of Variance for the Split-Plot Design. The Least 

Significant Differences was used to compare means of the 

variety and fertilizer as single factor. The Duncan’s Multiple 

Range Test (DMRT) was used for the comparison of means 

of the treatment combinations. 

 

Cost and Return Analysis 

          The cost of production in terms of labor and farm 

inputs using the current price in the locality was considered in 

the determining the return of investment per treatment. The 

gross income was taken from the current price of fresh green 

glutinous corn in the market. The return of investment was 

obtained by dividing the net income over total cost of 

production multiplied by one hundred. 

III. DISCUSSION OF RESULTS 

Plant height.  

The height of plants at 30 and 60 days after planting as 

affected by inorganic fertilizer and Third Generation 

Nutrition Fertilizer. No significant differences were found on 

the height of the two glutinous corn varieties at 30 days after 

planting with values of 122.33 centimeters for klasika (V1) 

and 122.31 centimeters for sweet Pearl variety (V2). 

The fertilizer as a single factor significantly influenced the 

height of plants at 30 days after planting. The application of 

fertilizer at the rate of 50 kg of 14-14-14, 50 kg 16-20-0 & 50 

kg 46-0-0 ha
-1

 + 75 kg Aishawariya, 1,000 ml of New 

Suryamin, 500 ml Wonder, and 500 ml Megacal ha
-1 

(F2), 70 

kg of 14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 ha
-1

 + 37.5 kg 

Aishawariya, 500 ml of New Suryamin, 250 ml Wonder, and 

250 ml Megacal ha
-1 

(F3) and 150 kg Aishawariya, 2000 ml of 

New Suryamin, 1000 ml Wonder, and 1000 ml Megacal ha
-1 

(F4) obtained comparable heights with means of 122.86, 

123.72 and 122.74 centimeters, respectively. The shortest 

plants were observed by the application of 100 kg 14-14-14, 

100 kg 16-20-0 & 100 kg 46-0-0 ha
-1 

with a mean of 119.97 

centimeters. 

Insignificant result was found the interaction of the 

different treatment combinations on the height of plants at 30 

days after planting with means ranging from 119.95 to 123.82 

centimeters. 

Significant result was obtained on the height of plants at 60 
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days after planting. The plants applied with 70 kg of 14-14-14, 

70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg Aishawariya, 

500 ml of New Suryamin, 250 ml Wonder, and 250 ml 

Megacal ha
-1 

(F3) produced the tallest plants with a mean of 

173.53 centimeters. It was followed by the plants applied 

with 50 kg of 14-14-14, 50 kg 16-20-0 & 50 kg 46-0-0 ha
-1

 + 

75 kg Aishawariya, 1,000 ml of New Suryamin, 500 ml 

Wonder, and 500 ml Megacal ha
-1 

(F2), and 150 kg 

Aishawariya, 2000 ml of New Suryamin, 1000 ml Wonder, 

and 1000 ml Megacal ha
-1 

(F4) with a mean valu of 164.82 

and 161.83 centimeters. The shortest plants were produced 

by the plants applied with 100 kg 14-14-14, 100 kg 16-20-0 

& 100 kg 46-0-0 ha
-1

(F1) with a mean value of 159.12 

centimeters. The significant result of the study was attributed 

by the fertilizer applied, i.e., the corn plant requires nitrogen 

and phosphorus soon after germination to initiate the growth 

of stems, leaves and ear structures (Jones, 2005). 

Ear Height.  

The ear height of glutinous corn as affected by the 

application of inorganic fertilizer plus Third Generation 

Nutrition Bio-fertilizer. The klasika F1 (V1) and Sweet pearl 

(V2) glutinous corn varieties showed no significant 

differences on ear height. 

 The fertilizer as single factor significantly affects the ear 

height of the plants. The plants applied with 70 kg of 

14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg 

Aishawariya, 500 ml of New Suryamin, 250 ml Wonder, and 

250 ml Megacal ha
-1 

(F3) had the tallest ear heights with a 

mean value of 90.25 centimeters. It was followed by plants 

applied with 50 kg of 14-14-14, 50 kg 16-20-0 & 50 kg 

46-0-0 ha
-1

 + 75 kg Aishawariya, 1,000 ml of New Suryamin, 

500 ml Wonder, and 500 ml Megacal ha
-1 

(F2), with a mean 

value of 86.12 centimeters. 

 The ear heights of the plants showed no significant 

differences among the different treatment combinations with 

mean values ranging from 77.83 to 90.46 centimeters. 

Weight of Ear with and without Husk.   

 Result showed that the variety as a single factor 

obtained insignificant result on the weight of ear with husk 

with mean values of 216.78 grams and 220 grams for the two 

varieties. The fertilizer as single factor influenced The 

fertilizer as a single factor influenced the weight of ear per 

plant. The plants fertilized with the rate of 70 kg of 14-14-14, 

70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg Aishawariya, 

500 ml of New Suryamin, 250 ml Wonder, and 250 ml 

Megacal ha
-1 

(F3) obtained the heaviest ear with a mean of 

value 245.22 grams. It was followed by the plants applied 

with 50 kg of 14-14-14, 50 kg 16-20-0 & 50 kg 46-0-0 ha
-1

 + 

75 kg Aishawariya, 1,000 ml of New Suryamin, 500 ml 

Wonder, and 500 ml Megacal ha
-1 

(F2), with a mean of 225.62 

grams. 

 The lightest ear was obtained in plants fertilized using 

the Farmers practice at the rate of 100 kg 14-14-14, 100 kg 

16-20-0 & 100 kg 46-0-0 ha
-1

(F1) and 150 kg Aishawariya, 

2000 ml of New Suryamin, 1000 ml Wonder, and 1000 ml 

Megacal ha
-1 

(F4) with a mean value of 202.45 and 200.28 

grams. The significant result of the study was attributed by 

the fertilizer applied. Large yields and good quality are 

possible if the soil contains an abundance of readily available 

nutrients (Naeem et al.,2006; Dauda et al.,2008).  

 The fertilizer significantly affects the ear weights 

without husks wherein the plants applied with 70 kg of 

14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg 

Aishawariya, 500 ml of New Suryamin, 250 ml Wonder, and 

250 ml Megacal ha
-1 

(F3) produced the heaviest ear without 

husk with a mean value 222.49 grams. It was followed by 

plants applied with 50 kg of 14-14-14, 50 kg 16-20-0 & 50 kg 

46-0-0 ha
-1

 + 75 kg Aishawariya, 1,000 ml of New Suryamin, 

500 ml Wonder, and 500 ml Megacal ha
-1 

(F2), with a mean 

value 204 grams. The least in ear weight were obtained in 

plants fertilized using the farmers practice of 100 kg 

14-14-14, 100 kg 16-20-0 & 100 kg 46-0-0 ha
-1

(F1) and 150 

kg Aishawariya, 2000 ml of New Suryamin, 1000 ml Wonder, 

and 1000 ml Megacal ha
-1 

(F4) with mean values of 188.20 

and 186.85 grams. The result of the study conformed to the 

findings of Akinrinde et al., (2008) that may be attributed 

fertilizer applied .The third generation crop nutrition 

technology had the combining ability of pro organic raw 

materials and enzymes blended synergistically to provide 

adequate macronutrients , micronutrients and catalytic 

enzymes readily available for the microbes like rhizobium 

and azospirillum to convert nitrogenous materials to nitrate 

nitrogen that is needed for plant growth and development. 

The application of bioorganic fertilizer as in case of Third 

Generation Nutrition Biofertilizer affected the growth and 

development of the roots as cited by Levai et al., (2006). 

 The interaction of the two factors did not show 

significant effect on the weight of the ear without husk with 

mean values ranging from 183.43 to 223.03 grams. The result 

implied that the amount of fertilizer applied had the effect on 

the weight of corn ear. 

Length and Diameter of Corn Ear 

 The ear length of the two varieties did not show any 

significant differences in ear lengths with mean values of 

15.88 centimeters for Klasika F1 (V1) and 15.35 centimeters 

for the sweet pearl (V2)  

 The fertilizer as a single factor showed significant result 

on the length of corn ear. The application of 70 kg of 

14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg 

Aishawariya, 500 ml of New Suryamin, 250 ml Wonder, and 

250 ml Megacal ha
-1 

(F3) produced the longest ear with a 

mean of 17.03 centimeters. The plants applied with 50 kg of 

14-14-14, 50 kg 16-20-0 & 50 kg 46-0-0 ha
-1

 + 75 kg 

Aishawariya, 1,000 ml of New Suryamin, 500 ml Wonder, 

and 500 ml Megacal ha
-1 

(F2), Farmers practice with 100 kg 

14-14-14, 100 kg 16-20-0 & 100 kg 46-0-0 ha
-1

(F1) and 150 

kg Aishawariya, 2000 ml of New Suryamin, 1000 ml Wonder, 

and 1000 ml Megacal ha
-1 

(F4) produced comparable ear 

length with mean values of 15.42, 14.96, and 15.07 

centimeters. The result indicates that the Third Generation 

Nutrition Bio fertilizer enhanced the development of corn 

ear. 

 Non-significant result was observed on the ear lengths 

of the different treatment combinations with mean values 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 87 
 

ranging from 14.67 to 17. 00 centimeters. 

 The corn ear diameter of the two varieties of corn 

obtained non-significant result with result with mean values 

of 4.12 and 4.20 centimeters. The fertilizer as single factor 

showed a significant effect of the corn ear diameter wherein 

the application of 70 kg of 14-14-14, 70 kg 16-20-0 & 70 kg 

46-0-0 ha
-1 

+ 37.5 kg Aishawariya, 500 ml of New Suryamin, 

250 ml Wonder, and 250 ml Megacal ha
-1 

(F3) produced the 

biggest corn ear with a mean of 5 centimeters. It was 

followed by the plants applied with 50 kg of 14-14-14, 50 kg 

16-20-0 & 50 kg 46-0-0 ha
-1

 + 75 kg Aishawariya, 1,000 ml 

of New Suryamin, 500 ml Wonder, and 500 ml Megacal ha
-1 

(F2), with a mean of 4.75 centimeters. He application of 150 

kg Aishawariya, 2000 ml of New Suryamin, 1000 ml Wonder, 

and 1000 ml Megacal ha
-1 

(F4) produced 3.60 centimeters. 

The use of farmers practice with Farmers practice with 100 

kg 14-14-14, 100 kg 16-20-0 & 100 kg 46-0-0 ha
-1

(F1) 

produced the smallest corn ear with a mean of 3.28 

centimeters. The result was attributed by fertilizer. 

 No significant variations were observed in the treatment 

combinations on ear diameter with mean ranging from 3.23 

to 5.00 centimeters. 

Weight of Ear with and without Husk per sampling 

area. 

 Non-significant result was obtained on the weight of the 

ear with husk per sampling area on the variety as single 

factor.  

The fertilizer as a single factor obtained significant result 

on the weight of corn ear with husk per sampling area. 

Consistently, the plants fertilized with 70 kg of 14-14-14, 70 

kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg Aishawariya, 500 

ml of New Suryamin, 250 ml Wonder, and 250 ml Megacal 

ha
-1 

(F3) obtained the heaviest ear with a mean of 2.45 

kilograms. It was followed by the plants applied with 50 kg of 

14-14-14, 50 kg 16-20-0 & 50 kg 46-0-0 ha
-1

 + 75 kg 

Aishawariya, 1,000 ml of New Suryamin, 500 ml Wonder, 

and 500 ml Megacal ha
-1 

(F2) with a mean value of 2.26 

kilograms. The least were observed from the plants fertilized 

using the farmers practice at the rates of 100 kg 14-14-14, 

100 kg 16-20-0 & 100 kg 46-0-0 ha
-1

(F1) and 150 kg 

Aishawariya, 2000 ml of New Suryamin, 1000 ml Wonder, 

and 1000 ml Megacal ha
-1 

(F4) with mean values of 2.00 and 

2.03 kilograms. 

 No significant interactions were obtained on the weight 

of ear with husk per sampling area in the different treatment 

combinations with mean values ranging from 1.98 to 2.46 

kilograms. The two corn varieties had comparable ear 

weights without husk per sampling area with means of 2.02 

and 2.06 kilograms. 

 Likewise, the plants applied with fertilizer at the rate of 

70 kg of 14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 

kg Aishawariya, 500 ml of New Suryamin, 250 ml Wonder, 

and 250 ml Megacal ha
-1 

(F3) produced the heaviest ear 

without husk per sampling area with a mean of 2.30 

kilograms. It was followed by the plants applied with 50 kg of 

14-14-14, 50 kg 16-20-0 & 50 kg 46-0-0 ha
-1

 + 75 kg 

Aishawariya, 1,000 ml of New Suryamin, 500 ml Wonder, 

and 500 ml Megacal ha
-1 

(F2) with a mean of 2.11 kilograms. 

The lightest ear was obtained in plants fertilized with 100 kg 

14-14-14, 100 kg 16-20-0 & 100 kg 46-0-0 ha
-1

(F1) and 150 

kg Aishawariya, 2000 ml of New Suryamin, 1000 ml Wonder, 

and 1000 ml Megacal ha
-1 

(F4) with mean values of 1.85 and 

1.90 kilogram. 

 Insignificant result was obtained on the weight of corn 

ear without husk per sampling area from the different 

treatment combinations. The different treatment 

combinations produced comparable ear weights with mean 

values ranging from 1.83 to 2.31 kilograms. 

IV. CONCLUSION AND RECOMMENDATION 

 The study was conducted to evaluate the effect of Third 

Generation Nutrition Bio- fertilizer on two hybrid corns. 

 Result showed that the two varieties showed no 

significant differences on plant height at 30 days after 

planting. The fertilizer influenced the height of plants at 60 

days after planting wherein the application of 50 kg of 

14-14-14, 50 kg 16-20-0 & 50 kg 46-0-0 ha
-1

 + 75 kg 

Aishawariya, 1,000 ml of New Suryamin, 500 ml Wonder, 

and 500 ml Megacal ha
-1 

produced the tallest plants. The 

treatment combinations obtained significant result on the 

height at 60 days after planting that the application of 70 kg 

of 14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg 

Aishawariya, 500 ml of New Suryamin, 250 ml Wonder, and 

250 ml Megacal ha
-1 

in both varieties produced the tallest 

plants at 60 days after planting. The plants applied with 70 kg 

of 14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg 

Aishawariya, 500 ml of New Suryamin, 250 ml Wonder, and 

250 ml Megacal ha
-1 

(F3) had the tallest ear heights. The 

fertilizer as single factor influenced the weight of ear plant 

wherein the plants fertilized with 70 kg of 14-14-14, 70 kg 

16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg Aishawariya, 500 ml 

of New Suryamin, 250 ml Wonder, and 250 ml Megacal ha
-1.

 

The fertilizer significantly affects the ear weights without 

husks. The interaction of two factors did not show any 

significant effect on the weight of ear without husk. In terms 

of ear length of two corn varieties did not show any 

significant differences with each other. The fertilizer 

significantly affects corn ear diameter wherein the 

application 70 kg of 14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 

ha
-1 

+ 37.5 kg Aishawariya, 500 ml of New Suryamin, 250 ml 

Wonder, and 250 ml Megacal ha
-1. 

No significant differences 

on the ear diameter among the treatment combinations. The 

fertilizer as a single factor obtained significant result on the 

weight of corn with husk per sampling area that the plants 

fertilized with 70 kg of 14-14-14, 70 kg 16-20-0 & 70 kg 

46-0-0 ha
-1 

+ 37.5 kg Aishawariya, 500 ml of New Suryamin, 

250 ml Wonder, and 250 ml Megacal ha
-1 

obtained the 

heaviest ear.  

 Based from the results of the study, Klasika F1 and 

Sweet Pearl varieties are recommended because they 

produced comparable green corn yield. The application of 70 

kg of 14-14-14, 70 kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg 

Aishawariya, 500 ml of New Suryamin, 250 ml Wonder, and 

250 ml Megacal ha
-1 

is recommended as cultural production 
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modality for glutinous corn because it obtained the highest 

yield. Likewise, the combined effect of 70 kg of 14-14-14, 70 

kg 16-20-0 & 70 kg 46-0-0 ha
-1 

+ 37.5 kg Aishawariya, 500 

ml of New Suryamin, 250 ml Wonder, and 250 ml Megacal 

ha
-1 

is recommended for green corn production using hybrid 

glutinous corn as also obtained the highest return on 

investment. 
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Growth and Yield Performance of Transplanted 

Sweet Corn Applied with Organic–Based Foliar 

Fertilizer 

 
ISAIAS C. DELA PENA 

Isabela State University, Cauayan, Isabela  
 

Abstract 

A field study was carried out to determine the effect of inorganic fertilizer plus varying rates of organic-based foliar fertilizer 

on sweet corn from November 2018 to February 2019 at experimental area of the Isabela State University, Cauayan City, 

Isabela with 7 fertilizer treatments as follows: T1- Farmers Practice (8 bags ha 
-1)

, T2 - 120-7-0 kg NPK ha 
-1

 (RR), T3 - 

120-7-0 + 0.5 Liter Foliar Fertilizer ha
-1

, T4 - 120-7-0 + 1 Liter Foliar Fertilizer ha
-1

, T5 - 120-7-0 + 1.5 Liter Foliar Fertilizer 

ha
-1

, T6 - 120-7-0 + 2 Liter Foliar Fertilizer ha
-1

, and  T7 – 3  Liter Foliar Fertilizer ha
-1

 arranged in a Randomized Complete 

Block Design replicated three times. 

Plant height at 30 and 60 days after transplanting, Ear height, ear length and diameter. Were significantly higher among 

fertilized with the combination of the recommended rate of inorganic fertilizer and organic-based foliar fertilizer. On the 

same manner, the weight of ear with and without husk per plant as well as six square meters sampling area out yielded the 

plants fertilized with foliar fertilizer alone. This is a strong manifestation that foliar fertilization of crops can complement 

soil fertilization. 

Soil application method and foliar fertilization favorably produced the highest projected yield per hectare while farmer’s 

practice of fertilization (8 bags per hectare) attained the highest return on investment. 

 

I. INTRODUCTION 

Corn Due to the extensive and improper use of chemical 

fertilizers and pesticides in the soil, the soil is degrading to an 

alarming level, causing an imbalance in the ecosystem and 

environmental pollution as well. The impact of increased 

fertilizer use on crop production has been large and important. 

It has been estimated that fertilizer use contributed to about 

25% of the total increase in corn production in Asia. However, 

in recent years there has been serious concern about 

long-term adverse effect of continuous and indiscriminate 

use of inorganic fertilizers on deterioration of soil structure, 

soil health and environmental pollution. The declining yield 

for major food crops coupled with the declining soil fertility 

have raised much concerns about agriculture's ability to feed 

a world population that is expected to exceed 7.5 billion by 

the year 2020 (Scott et aI., 2000). In the Philippines, about 

70% of the crop lands are degrading its quality and fertility 

for crop cultivation which cannot produce good and high 

quality crops and yield anymore. The crops lands in the 

Philippines are getting more and more acidic because of 

continuous cultivation and application of inorganic fertilizers 

and pesticides. The acidic and degrading states of the soil 

dramatically reduce the soil productivity and the yield. In 

order to obtain higher yields in corn, innovations that will 

warrant and assure higher yields and economic returns should 

be developed to ensure the sustainability of corn production 

and to encourage more farmers and entrepreneurs to venture 

into corn production. Thus, it is important that fertilizer 

management strategies should include those that will not only 

increase nutrient use efficiency but likewise improve soil 

health to sustain productivity.  

 

Application of foliar fertilizer is an effective way of 

correcting soil nutrient deficiencies when plants are unable to 

absorb them directly from the soil (Liang and Silberbush, 

2002). Foliar applied fertilizers provide a quicker response 

and are more effective for some nutrients than soil applied 

fertilizers (Jamal et al., 2006). Considering the benefits of 

foliar fertilization cited in the literature, there was the need to 

evaluate in field trials organic based foliar fertilizers in 

transplanted sweet corn.  

The objective of the study is to determine the growth and 

yield performance of transplanted sweet corn with the 

application of organic-based foliar fertilizer. 

 

II. REVIEW OF RELATED LITERATURE 

The nature of the soil plays a very vital role in the 

availability of some micronutrients like Mn, Cu, Zn and Fe 

which are precipitated in insoluble forms in alkaline soils. 

However, farmers must be sure that their crops will not be 

damaged by the foliar fertilizers as some plants are intolerant 

to this treatment (Gooding and Davies, 1992). In young 

leaves the nutrient solution is absorbed through minute hairs 

(trichomes) on the leaf surface through the stomata, even 

though the latter is not the major pathway. Most of the 

absorption takes place by diffusion through the cuticle 

(Salisbury and Ross, 1992). This is in contrast to soil applied 

fertilizer which is usually in powder or granular form which 
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has to be dissolved by moisture from rainfall or irrigation to 

be available to plants via the roots. In other words, soil 

applied fertilizer has to dissolve into the soil solution to be 

available. When soil applied fertilizers are not readily 

available or insufficient, foliar feeding is usually practiced or 

used as supplement (Abbas and Ali, 2011). Chemical 

residues in the soil and its subsequent ground water pollution 

as a result of excessive use of fertilizers can be resolved by 

the use of small amounts of foliar applications to increase 

growth and yield in wheat (Sabir et al., 2002b). 

  

The use of both foliar and soil application of NPK have 

been found to increase grain yield in maize (Ghaffari et al., 

2011) and pods/plant, seeds/pod and seed weight in lentil 

(Hamayun et al., 2011). Silicon and boron foliar applications 

had also been used by Ahmed et al. (2008) on saline soils to 

hasten growth, yield and nutrient uptake in wheat. Sabir et al. 

(2002a) also used foliar application of nitrogen to increase 

vegetative and reproductive growth and development in 

barley. Afifi et al. (2011) used urea foliar application with 

the aim of minimizing soil applied fertilization of maize to 

reduce water pollution. Ben Dkhil et al. (2011) also found 

out that foliar potassium fertilization significantly increased 

vegetative growth of potato but not tuber numbers and yield. 

 

Nitrogen is one of the macronutrients which is required in 

relatively high quantities for good vegetative and 

reproductive development in maize. It is a component of 

protein and nucleic acids and when it is inadequate, growth 

is reduced (Adediran and Banjoko, 1995). It forms part of 

many important compounds like chlorophyll and enzymes 

responsible for many physiological processes in the plant. 

Nitrogen serves as an intermediary in the utilization of 

phosphorus, potassium and other elements in plants (Brady 

and Weil, 2007). Phosphorus also has many vital functions in 

photosynthesis, utilization of both sugar and starches and in 

energy transfer processes. Young plants absorb phosphorus 

very rapidly, to provide rapid, extensive growth of 

roots. Onasanya et al. (2009) have stated that fruit ripening 

can be hastened by phosphorus when there is excessive 

application of nitrogen fertilizer in the soil. Potassium also 

acts as an activator of many enzymes in plant metabolism and 

provides the ionic background for the maintenance of the 

living entity of the plant cell (White and Collins, 1982). 

 

III. METHODOLOGY 

A field trial was conducted at the experimental area of the 

Institute of Agricultural Technology, Isabela State University, 

Cauayan City on November 2018 to January 2019. 

The experimental design was a randomized complete block 

with three replications. Pre-germinated seedlings of 5-7 day 

old were transplanted in a plot size of 7 rows, 5 m long with 

plant spacing of 75 x 50 cm. Different rates (0.5, 1.0, 1.5, 2.0 

liters ha
-1

) of organic foliar fertilizers (Vermitea and Masinag) 

were sprayed at 15 and 45 DAT alongside with the 

recommended inorganic fertilizer rate of 120-7-0 kg ha
-1

 

were evaluated using transplanted sweet corn (Sweet Fortune 

F1). 

 

Weeds on the plots were controlled when necessary 

throughout the experimental period. Soil samples were taken 

from each location at soil horizons of 0-30 cm depth for 

analysis. Soil chemical analyses indicated that soil is slightly 

acidic with pH of 6.10 and low in nitrogen (0.02-0.07%) 

and organic matter (2.48%). However, phosphorus level 

was high at (68.09 ppm) while potassium level was low 

(13.39 ppm).  

 

Data on plant height, corn ear height, ear length, diameter 

and weight with and without husk were taken and calculated. 

All the data gathered were subjected to statistical analysis 

using the Statistical Tool for Agricultural Research (STAR) 

Package computer software. Where the ANOVA showed 

significant differences of variables between treatments, the 

Tukeys’s Honest Significant Difference (HSD) was used to 

compare between treatment means. 

 

IV. RESULTS 

 

1. Plant Height at 30 and 60 Days after Transplanting.  The 

plants applied with the recommended rate of inorganic as 

well as the inorganic and foliar fertilizer (T1, T6) produced the 

tallest plants with a comparable mean heights ranged from 

141.59 to 150.93 centimeters. The shortest plants were 

produced from the plants with sole foliar fertilizer with a 

mean of 95.91 centimeters.  

At 60 days after transplanting same trend of results where 

variation existed. The application of inorganic fertilizer and 

foliar fertilizer rates from 0.5 liter to 2 liters per hectare 

produced taller plants with a comparable means ranged from 

246.80 to 254.43 centimeters. The shortest were observed 

from the plants with sole foliar fertilizer at the rate of 3 liters 

per hectare with a mean value of 204.17 centimeters which 

shows that the combination of nitrogen and potassium and 

increasing rate of foliar fertilizer was better than the foliar 

fertilizer alone.  

The use of both foliar and soil application of NPK have 

been found to increase heights of the plants, which justified 

the claim of Abbas and Ali (2011) that when soil applied 

fertilizers are not readily available or insufficient, foliar 

feeding is usually practiced or used as supplement.  Likewise, 

the significant increase in the plant heights of the plants 

applied with the recommended rate of inorganic and foliar 

fertilizer over the plants applied with sole foliar fertilizer, the 

result conformed the  findings of Liang and Silberbush 

(2002) that foliar fertilizer may partially compensate for 

insufficient uptake by the roots of corn because the leaf area 

at the time of spraying might not be large enough to hold the 

liquid fertilizer in place to make it effective, hence smaller 

over the other treatments. 

 

2. Ear Height. The ear height of the plants fertilized with 

http://www.scialert.net/asci/result.php?searchin=Keywords&cat=&ascicat=ALL&Submit=Search&keyword=grain+yield
http://www.scialert.net/asci/result.php?searchin=Keywords&cat=&ascicat=ALL&Submit=Search&keyword=nucleic+acids
http://www.scialert.net/asci/result.php?searchin=Keywords&cat=&ascicat=ALL&Submit=Search&keyword=experimental+design
http://www.scialert.net/asci/result.php?searchin=Keywords&cat=&ascicat=ALL&Submit=Search&keyword=organic+matter
https://scialert.net/fulltextmobile/?doi=ijar.2012.439.448#903866_ja
https://scialert.net/fulltextmobile/?doi=ijar.2012.439.448#774929_ja
https://scialert.net/fulltextmobile/?doi=ijar.2012.439.448#774929_ja
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the recommended rate at 120-70-0 /ha as well as the plants 

with the same rate of inorganic fertilizer supplemented at 0.5 

(T3); 1.0 (T4); 1.5 (T5); and 2.0 liters (T6) foliar fertilizer per 

hectare produced the tallest ear with comparable mean values 

of 99.60, 98.93, 101.23, 102.67, 96.43 and 103.27 

centimeters, respectively. The plants without inorganic 

fertilizer but applied with 3 liters foliar fertilizer produced the 

shortest ear height with a mean of 79.43 centimeters.  

The positive effect of inorganic, organic fertilizer and 

foliar as exhibited on the ear height of the plants showed that 

the nutrients derived from inorganic (vermicompost), foliar 

(Masinag) can be used as an additional fertilizer to enhance 

the growth of crops and increase nutrient availability.  The 

beneficial response may be due to plant growth regulators or 

hormones produced by the high microbial activity in 

vermicompost (Chang, 2013).  

3. Ear Length. The plants applied with inorganic fertilizer 

at the application rate of 8 bag per ha-1 (T1) as well as the 

application of inorganic fertilizer at the recommended rate 

(T2) and the plant applied the same rate supplemented with 

foliar fertilizer at 0.5 liter (T3), 1.0 liters (T4), 1.5 liters (T5) 

and 2.0 liters (T6) produced a comparable mean values of 

21.53, 21.70, 22.16, 21.46, 21.76 and 21.95centimeters, 

respectively. On the other hand, plants applied with 3 liters 

foliar fertilizer alone produced the shortest ear with a mean 

value of 15.45 centimeters. 

The increases in ear length as a result of increasing foliar 

fertilizer levels may be ascribed to the role of nitrogen from 

inorganic in improving growth and development of longer 

ears leading to increase synthesis of amino acids and their 

assimilation into grain protein (Okumura et al., 2011). 

 

4. Ear Diameter.  All the plants applied with sole inorganic 

fertilizer as well as the application of the same rate 

supplemented with foliar fertilizer  produced significantly 

bigger ears  with mean values of 4.90, 4.98, 4.92, 4.96 from 

treatment 1, 2, 3, 4, 5, and 6 respectively. The smallest ear 

was produced from the plants applied with pure foliar 

fertilizer at 3 liter per ha-1 (T6) with a mean value of 3.99 

centimeters.  

Such  difference is attributed to the fertilizers used in this 

study that when such are blended, these were dominated by 

potassium from foliar and nitrogen from inorganic tend to 

promote vegetative growth and fruit size and to encourage 

seed development. In the case of ear quality. It is the key to a 

better yield as influenced by good pollination that is essential 

for full kernel development (Williams and Williams, 2006).  

Moreover, this maybe also attributed from the organic 

fertilizer which plays a vital role   to plant growth. It is 

involved in several key plant functions, including energy 

transfer, photosynthesis, and nutrient movement within the 

plants (Brady and Well, 2002).  

 

 5. Weight of Corn Ears with Husk. The plants applied 

with 8 bags of inorganic fertilizer (T1) as well as the plants 

applied with the recommended rate of inorganic fertilizer (T2) 

and the plants applied the same rate supplemented with foliar 

fertilizer at the rate of 0.5 litters (T3), 1.0 litters (T4) 1.5 litters 

(T5) and 2.0 litters of foliar fertilizer (T6) produced the 

heaviest ear which comparable mean values of 366.73, 

411.87, 407.97, 395.57, 404.30 and 432.37grams, 

respectively. The lightest ear was produced from the plants 

applied with pure foliar fertilizer at 3 litters per hectare with a 

mean value of 155.10 grams. 

 The efficacy of inorganic fertilizer to increase crop 

growth and yield is well known since the nutrients are readily 

available for plant use.  It shows that the combination of 

inorganic and foliar fertilizers significantly affected the 

weight compared to single application of inorganic fertilizer. 

It appears that the nutrients applied used in the corn is enough 

and appeared to be better when combined rather than foliar 

fertilizer alone. Moreover, the demand for some nutrients 

may be greater during the physiological growth and the 

combination of inorganic and foliar fertilizers have the 

capacity to supply the required nutrients and there was an 

available and abundant supply. This often occurs during the 

development of fruit or grain.  

 

6. Weight of the ear without Husk (g).  The integration of 

inorganic fertilizer to organic foliar fertilized differ 

significantly among treatments. Consistently, the plants 

applied with 8 bags inorganic fertilizer (T1) the plants applied 

with the recommended rate at 120-7-0 kgs NPK per hectare 

(T2) as well as the plants applied the same rate of inorganic 

fertilizer supplemented with 0.5 liters (T3), 10 liters (T4), 1.5 

liters (T5) and 2 liters of foliar fertilizer (T6) produced the 

heaviest ears inch a comparable mean values of 268.57, 

293.40, 290.67, 285.37, 285.83, 302.90 grams, respectively. 

The plants applied 3 Liters Foliar Fertilizer ha
-1

 had produced 

the lightest ear without husk with a mean value of 111.63 

grams.   

The results herein is in contrast with the findings of 

Reickenberg and Pritts, (1996); Jamal et al., (2006) that foliar 

applied fertilizers provide a quicker response and are more 

effective for some nutrients than soil applied fertilizers.  It 

has to consider that the nature of the soil plays a very vital 

role in the availability of some micronutrients like Mn, Cu, 

Zn and Fe which are precipitated in insoluble forms in 

alkaline soils.  Basically, corn plant requires an adequate  

supply of nutrients  particularly  nitrogen,  phosphorus  and 

potassium  for  optimum  growth  and  yield  (Agba and Long, 

2005).  If the amount of nitrogen  is deficient, it could exert a 

particularly marked effect on corn crop yield as the plant 

would remain small and rapidly  turn  yellow  if  sufficient  

nitrogen  is  not available  for  the  construction  of  protein  

and chlorophyll (Kogbe and Adediran, 2003).  This is traced 

in the plants applied with sole fertilizer alone.  

 

7. Weight of ear per Sampling Area with Husk (kg/6 m
2
).  

Consistently, the application of inorganic fertilizer at 8 bags 

per hectare (T1) application of some recommended rate of 

inorganic fertilizer (T2) as well as the same rate supplemented 

with foliar fertilizer at the rates of 0.5 liters (T3), 1.0 liters 

(T4), 1.5 liters (T5) and 2.0 liters per hectare (T6) produced the 
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heaviest ears per sampling area with a comparable mean 

values of12.30, 13.29, 13.41, 13.80 and 14.32 kilograms, 

respectively. The 3 liters foliar applied plants produced the 

lightest ears with a mean values of 5.96 kilograms. 

Foliar fertilizer improves adhesion of the fertilizers to the 

leaf surface and release nutrients over a prolonged period of 

time. These can also improve the growth of plant foliage, 

roots, and yield. By increasing plant growth processes within 

the leaves, an increase in carbohydrates content of the leaves 

and stems occurs thus producing heavier seed weight (Chen, 

2004).  

 

8. Weight of Ear (w/o Husk) per Sampling Area (kg/6 m
2
). 

In like manner, the effect of combining the recommended 

rate of inorganic fertilizer and foliar fertilizer tend to increase 

the weight of ears without husk per six square meters 

sampling area.  The mean weights ranging between 8.62 kg to 

9.96 kilograms (T1 to T6) showed the superiority of the plants 

applied with the complete nutrients. The plants applied with 

sole foliar fertilizer (T7) had produced the lightest ear weight 

without husk with a mean value of 3.68 kilograms.  

The results indicates that aside from the nitrogen and 

phosphorus from inorganic source, foliar nutrient 

applications quickly correct physiological disorders caused 

by nutrient deficiencies, as well as help to overcome various 

stress conditions (Kuepper, 2003).  Proper nutrition is 

essential for satisfactory crop growth and production.  

Efficient application of the correct types and amounts of 

fertilizers for the supply of the nutrients is an important part 

of achieving profitable yields as in case of this study.  

 

 9. Computed Ear Yield per Hectare. In descending order, 

Treatment 6 (120-7-0 + 2 Liters Foliar Fert. ha
-1

) produced 

the highest ear yield with 23.86 tons per hectare.  This was 

followed by T5 - (120-7-0 + 1.5 Liter Foliar Fert. ha
-1

), T4 - 

(120-7-0 + 1 Liter Foliar Fert. ha
-1

), T3 – (120-7-0 + 0.5 Liter 

Foliar Fert. ha
-1

), T2 – (120-7-0 kg NPK ha
-1

 (RR), and T1 – 

(Farmers Practice (8 bags ha
-1

) with corresponding grand 

means of 23.00 tons, 22.35, 22.08, 22.15 and 20.50 tons per 

hectare, respectively. On the other hand, the least was 

produced by Treatment 7 with 9.93 tons per hectare.  

10. Projected Cost and Return Analysis. The plants 

fertilized using the farmer’s practice attained the highest 

return with 996.25 percent. This was followed by the plants 

applied with 120-7-0 + 2 Liters Foliar (T6) with 985.83 

percent,
 
Treatment 5 with 953.59 percent, Treatment 2 with 

936.01 percent, T4 with 930.90, and Treatment 7 with 527.10 

percent, respectively.  

 

V. CONCLUSION AND RECOMMENDATION 

 

 Field study was carried out to evaluate the effect of 

organic-based foliar fertilizers on the growth and yield 

performance of transplanted sweet corn at the experimental 

site of Isabela State University, Cauayan Campus, Cauayan 

City, Isabela laid out following the Randomized Complete 

Block Design with three replication. The results of the study 

were summarized as follows: 

1. The heights of sweet corn at 30 and 60 days after 

transplanting applied with the recommended rate of inorganic 

with varying levels of organic-based foliar fertilizer were 

significantly different from those plants applied with sole 

foliar fertilizer. 

2. Likewise, plants applied with such fertilizer 

combinations performed better in terms of ear heights, ear 

length and diameter over the plants applied with sole foliar 

fertilizer. 

3. The ear yield of sweet corn with and without husk was 

increased by the application of the 120-7-0 kg NPK per 

hectare plus foliar fertilizer regardless of the levels similar to 

the farmers’ practice.  

4. The highest projected ear weight was obtained by 

Treatment 6 (120-7-0 + 2 Liters Foliar Fertilizer ha
-1

) which 

was due to improvement in yield components.  

5. Among the treatments, farmers ‘practice recorded the 

highest return on investment with 996.25 percent.  

The combination of the recommended rate of inorganic 

fertilizer and organic-based foliar fertilizer increased the 

growth and yield components of transplanted sweet corn. 

However, fertilization following the farmer’s practice (4 bags 

urea and 4 bags 16-20-0 kg NPK per hectare out yielded all 

other treatments.   

Based from the results of the study, the farmer’s practice of 

applying 4 bags 16-20-0 kg NPK per hectare at basal and 4 

bags urea at topdress is a good practice in transplanted sweet 

corn which attained higher yield and economical than the 

combination of inorganic and organic-based foliar fertilizers, 

hence it is recommended. Moreover, follow up study along 

this way is recommended for further verification.  

 

Table 1.  Growth and yield of transplanted corn applied with different rates of organic-based foliar fertilizers 

 

TREATMENTS 30 DAT 60 DAT 

Ear 

Diamet

er (cm) 

Ear 

Length 

(cm) 

Ear Weight 

(g) 

Weight per 

sampling 

Area  

(kg/6 m
2
) 

Yield Per 

Hectare 

(tons) 

ROI (%) 

T1 Farmers 

Practice 
142.73a 242.70a 4.90a 21.53a 268.57a 8.62a 20.50 996.25 

T2 120-7-0 kg 

NPK ha
-1

 
149.18a 250.33a 4.94a 21.70a 293.40a 9.34a 22.15 936.01 
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T3 0.5 L ha
-1 

Foliar 

Fertilizer 
150.93a 246.80a 4.89a 22.16a 290.67a 9.22a 22.08 925.70 

T4 10 L ha
-1 

Foliar 

Fertilizer 
141.59a 253.07a 4.92a 21.46a 285.37a 9.32a 22.35 930.90 

T5 1.5 L ha
-1 

Foliar 

Fertilizer 
144.22a 249.27a 4.96a 21.76a 285.83a 9.64a 23.00 953.59 

T6 2.0 L ha
-1 

Foliar 

Fertilizer 
145.26a 254.43a 4.96a 21.95a 302.90a 9.96a 23.86 985.83 

T7 3.0 L ha
-1 

Foliar 

Fertilizer 
95.91b 204.17b 3.99b 15.45b 111.63b 3.68b   9.93 527.10 

ANOVA 9.27** 7.97** 
46.74

** 
38.77** 50.42** 40.89**   

CV (%) 7.84 4.43 1.88 3.20 6.26 4.79   

Means with common letter are not significantly different with each other at 1% HSD  
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Abstract 

The realization of capital expenditure budget is one of the key performance indicators. The largest portion is owned by 

procurement activities of goods / services. Owner Estimate (OE) is an estimate of price of goods / services that has taken into 

account all components of cost until it is ready to be used and utilized by users. OE is used to assess the fairness of the offer 

price of prospective providers of goods / services. OE preparation must be based on accountable methods and based on 

relevant, actual and reliable data. Machine learning is about designing algorithms that automatically extract valuable 

information from data. Machine learning uses linear regression to be one of the most widely used algorithms for performing 

price and sales prediction models. In this study, Machine learning are  used to calculate owner estimate predictions in 2021 

in the procurement of State-Owned Company Building Construction. From the results of the development obtained 

predictions with machine learning can be used in calculating the owner estimate price analysis for price predictions on the 

procurement of capital expenditures in building construction. Prediction results from machine learning have good fit 

accuracy so it can be concluded that predictions from machine learning can help budget planning and cost estimaties (Owner 

Estimate), which increase the project's success rate. 

 

Keywords: Capital Expenditure Procurement Process, Owner Estimate, Machine Learning, Root Mean Square Error 

(RMSE) 

 

I. INTRODUCTION 

As in [1] If the procurement function fails to provide 

quality goods and services in a timely manner and at an 

economical price, the government's performance will clearly 

be disrupted. The largest portion of the capital expenditure 

budget is owned by goods/services procurement activities [2]. 

Owner Estimate (OE) is an estimate price of goods/services 

that has taken into account all cost components until they are 

ready to be used and utilized by users. The preparation of the 

OE must be based on an accountable method and based on 

relevant, actual and reliable data [3],[4]. 

Machine Learning is about designing algorithms that 

automatically extract valuable information from data [5] 

Machine Learning using linear regression is one of the most 

widely used algorithms to model price and sales predictions. 

Based on this, the author will conduct research on the 

Increasing Success Rates of Capital Expenditure 

Procurement Process by Machine Learning Algorithms 

Development in Owner Estimate (OE) Price Analysis, with 

the aim to be achieved is to identify variables in OE 

calculations for development in machine learning, develop 

machine learning algorithms in OE on the procurement of 

capital expenditures and analyze the increase in the accuracy 

of the calculation of OE in the development of machine 

learning on the procurement of capital expenditures.  

II. THEORITICAL STUDY 

A. PROCUREMENT OF GOODS AND SERVICES 

Public procurement is an important government system for 

spending public money on the procurement of goods, works 

and services needed for public programs and projects [6]. 

Procurement planning includes identification of needs, 

determination of goods/services, methods, schedules, and 

budget for the procurement of goods/services. After the 

Technical specifications have been determined, the next step 

is to prepare an OE which will be used as a basis for assessing 

the reasonableness of the bid price from the prospective 

provider. OE is the result of calculating the entire volume of 

work multiplied by the unit price of work plus all taxes and 

profits. The calculation of the unit price of work is analyzed 

based on the coefficient of the work unit price analysis which 

is the calculation of the cost of labor, materials and 

equipment. In compiling the work unit price analysis, it 

requires the Basic Unit Price of labor, raw materials, 

processed materials and/or finished materials as well as 

equipment at the job site. 

In carrying out construction work, changes to contracts are 

common. This can be caused by various factors that affect the 

implementation of the construction work itself. Contract 

amendments can be made by means of a Contract Addendum. 

Reference [7] show the indicators of project success can be 
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measured from the following four aspects: time of execution 

of work, quality of work results, cost of implementation, and 

work safety.  

B. MACHINE LEARNING ON PROCUREMENT 

ANALYSIS 

Machine Learning using linear regression is one of the 

most widely used algorithms to model price and sales 

predictions. Linear regression attempts to model 

relationships by fitting linear equations to experimental data 

[8]. Machine Learning using Jupyter Notebook extends the 

console-based approach to interactive computing in a 

qualitatively new direction, providing a web-based 

application suitable for capturing the entire computational 

process: develop, document, and execute code, and 

communicate the results. 

C. ACCURACY USING ROOT MEAN SQUARED 

ERROR  

Root Mean Square Error (RMSE) is one way to evaluate a 

linear regression model by measuring the level of accuracy of 

the estimated results of a model [9]. Mathematically, the 

formula is written as follows: 

 

     √∑ (  )
    

    (
∑(       )

 
)
   

(1) 

 

RMSE = Root Mean Square Error value 

y  = observed value 

   = predicted value 

i  = order of data in database 

n  = number of data 

A low RMSE value indicates that the variation in the value 

produced by a forecast model is close to the variation in the 

observed value. The smaller the RMSE value, the closer the 

predicted and observed values are. 

III. RESEARCH METHODS 

 

Research Question can be analyzed based on the data 

obtained with the correct and directed process. After the data 

is collected then the data is analyzed using statistics. The 

results of the analysis will prove whether the hypothesis is 

proven or not [10], the following is a flow chart of the 

research to be carried out as in figure 1. 

 

Secondary data obtained from case studies and 

observations then needs to be analyzed to identify data 

variables, form a database  by calculating unit price analysis, 

forming machine learning models, and calculating the 

accuracy of predictive data from machine learning. The 

analysis methods carried out include: 

 

 

1. Identification of Variables in Building Construction 

Procurement Data that experience addendum in 

State Owned Company; 

2. The research was conducted at the Price Analysis of 

Owner Estimate in Building Construction in State 

Owned Company; 

3. Calculation of Basic Unit Price in Work Unit Price 

Analysis using Journal of Building Materials Unit  

Price  in  2017, 2018, 2019, 2020 [11]-[14]; 

4. Development of Machine Learning using Linear 

Regression Algorithms; 

5. Machine Learning uses phyton-3; 

6. Price Predictions from machine learning 

development  for 2021; 

7. Analysis of the accuracy of price prediction results 

from Machine Learning using Root Mean Squared 

Error (RMSE). 

 

IV. DATA COLLECTION AND ANALYSIS 

 

A. CASE STUDY AND ANALYSIS OF CAPITAL 

EXPENDITURE PROCUREMENT 

 

To answer the formulation of the problem, the first 

researchers do is to collect secondary data on building 

procurement contracts in 2020 that experience price 

addendum on State-owned Company in 2021. (Table I) 

Job items that experience  a  price  addendum  in  Table I  

consist  of  several  sub-works. The sub-work  includes 

classified information, as it relates to  the  contents of 

agreements with third  parties  or  implementing  contractors 

on the State-owned Company Building Procurement. 

 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 97 
 

 
Figure 1. Research Flow 

 

 

Table I. Addendum of Building Procurement on State-Owned Company 

No WORK DESCRIPTION  INITIAL 

CONTRACT 

(2020) 

ADDENDUM 

CONTRACT 

(2021) 

A ARCHITECTURAL WORK 

I  PREPARATORY WORK    

II  DEMOLITION WORK 

  A. MAIN BUILDING    

  B. SUPPORTING BUILDINGS    

  C. OUTDOOR SPATIAL BUILDING    

III  BRICK WALL WORK 

  A. GROUND FLOOR MAIN BUILDING  Rp217,784,355 Rp235.157.052 

  B. THE MAIN BUILDING UPSTAIRS    

  C. SUPPORTING BUILDINGS / FRONT 

FACILITIES 

   

  D. REAR SUPPORT BUILDING  Rp22.452.987 Rp23.775.636 

  E. OUTDOOR LAYOUT    

IV WORK WALL PAIR GYPSUM TWO FACE + HOLLOW IRON FRAME 

  A. GROUND FLOOR MAIN BUILDING  Rp72,467,890 Rp76.291.285 

  B. THE MAIN BUILDING UPSTAIRS    

V  FLOOR & WALL FINISHING WORK 

  A. GROUND FLOOR MAIN BUILDING  Rp417.195.402 Rp424.999.080 

  B. THE MAIN BUILDING UPSTAIRS    

  C. SUPPORTING BUILDINGS    

  D. OUTDOOR LAYOUT  Rp161,522,782 Rp164,468,465 

  E. REAR & SIDE OUTDOOR LAYOUT  Rp213.592.071 Rp219,999,833 

Source: Historical data on State-Owned Company 

 

Table II. (III.A) Work Of Brick Wall – Ground Floor Main Building 

TYPE OF WORK VOLUME UNIT 

Ordinary Brick Wall Couple's Work 1/2 Stone 606,192 m2 

Trasram Brick Wall Couple's Work 1/2 Stone 48,477 m2 

Fireplace + Plaster Work 105,47 m2 

Ordinary Stucco Work 1193,73 m2 
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Watertight Plastering Work 91,61 m2 

Skoneng Door & Window Work 254,8 m¹ 

Table III. (III.D) Work Of Brick Wall – Rear Supporting Building 

TYPE OF WORK VOLUME UNIT 

Ordinary Brick Wall Couple's Work 1/2 Stone 41,937 m2 

Trasram Brick Wall Couple's Work 1/2 Stone 11,809 m2 

Ordinary Stucco Work 101,58 m2 

Watertight Plastering Work 22,636 m2 

Skoneng Door & Window Work 13,15 m¹ 

Table IV. (IV.A) Work Of Gypsum Partition Wall – Ground Floor Main Building 

TYPE OF WORK VOLUME UNIT 

Gypsum Partition Wall Couple Work, Two Faces 180,887 m2 

Hollow Iron Partition Frame Work 180,887 m2 

Table V. (V.A). Floor & Wall Finishing Work - Ground Floor Main Building 

TYPE OF WORK VOLUME UNIT 

  Granite Tile Floor Work 505,783 m² 

  Rough Motif Ceramic Floor Work 62,18 m² 

  Granite Tile Wall Work 151,074 m² 

  Floor Plint Work 11,625 m¹ 

  Plint Work Granite Tile Floor 302,222 m¹ 

Table VI. (V.D) Floor & Wall Finishing Work - Outdoor Layout 

TYPE OF WORK VOLUME UNIT 

Granite Floor Work  65 m² 

Ground Work 91,74 m³ 

Paving Floor Work 323 m² 

Curb DKI Installation 60,44 m¹ 

Curb Work and Installation 50 m¹ 

Table VII. (V.E) Floor Finishing Work & Wall - Rear Outdoor Layout &Aside 

TYPE OF WORK VOLUME UNIT 

Paving Floor Work 424 m² 

Curb DKI Installation 174 m¹ 

Ground Work 41,6 m³ 

 

Table VIII. Work Price Unit Calculation Table 2017-2020 

N

o. 

Work Description 2017 2018 2019 2020 

1 Ordinary Brick Wall Couple's Work 1/2 Stone Rp143,267 Rp168.120 Rp167.500 Rp258.617 

2 Fireplace + Plaster Work Rp89.203 Rp95,846 Rp102.611 Rp114.264 

3 Skoneng Door & Window Work Rp89.210 Rp92.832 Rp95.433 Rp102.066 

4 Trasram Brick Wall Couple's Work 1/2 Stone Rp147,296 Rp173,688 Rp175.226 Rp267.098 

5 Watertight Plastering Work Rp91,502 Rp98.977 Rp106.906 Rp119.003 

6 Gypsum Partition Wall Couple Work, Two 

Faces 

Rp67.291 Rp73,846 Rp75,677 Rp81,516 

7 Hollow Iron Partition Frame Work Rp276.947 Rp289.716 Rp344.553 Rp316.192 

8 Paving Floor Work Rp277.757 Rp284.903 Rp286.189 Rp312.413 

9 Curb DKI Installation Rp177.926 Rp174.829 Rp179,294 Rp192.864 

1

0 

Ground Work Rp81.205 Rp84.601 Rp86.118 Rp97.388 

1

1 

Granite Floor Work  Rp528,756 Rp542.437 Rp579.463 Rp604.012 

1

2 

Curb Work and Installation Rp182,674 Rp179,394 Rp184.772 Rp197,886 

1 Granite Tile Polish Floor Work Rp634,796 Rp610.153 Rp641.140 Rp713.869 
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3 

1

4 

Rough Motif Ceramic Floor Work Rp323.607 Rp353,887 Rp372.718 Rp541.244 

1

5 

Granite Tile Wall Work Rp289.909 Rp305.012 Rp308,779 Rp386.913 

1

6 

Floor Plint Work Rp87.370 Rp81,593 Rp79.519 Rp82.974 

Source: Author (2021) 

 

To calculate OE, it requires volume information and Unit 

Price of Work (Table II to Table VII). With the items listed in 

the tables, we have 16 (sixteen)  kind of work according to 

Table VII. 

After obtaining the description of Work Price Unit, then 

the calculation is analyzed based on the coefficient of Unit 

Price Analysis for 2017 to 2020. In preparing Unit Price 

Analysis requires a Standard Price of work, raw materials, 

processed materials and / or finished materials and equipment 

at the job site. Standard Price was taken from the Journal of 

Construction and Interior Building Materials Unit Price 

from 2017 to 2020.  

 

B. CALCULATION OF UNIT PRICE ANALYSIS FOR 

MACHINE LEARNING DATABASE. 

 

The next step to establishing a Machine Learning database, 

we calculates Unit Price Analysis for 16 (sixteen) Work Price 

Unit items obtained from the State-owned Company Building 

Procurement Case. From the Unit Price Analysis Calculation 

mentioned above, it then produces Work Price Unit from 

2017 to 2020 for Building Construction Work that undergoes 

a price addendum on State-Owned Company contained in 

Table VIII. The Work Price Unit calculation in the table 

above will then be used as a database for the development of 

Machine Learning. 

 

V. V. DISCUSSION 

 

A. IDENTIFYING VARIABLES 

 

From the Calculation of Work Price Unit in 2017-2020 

then formed data that classifies Work Price Unit as Figure 2. 

Based on the figure, taken Year as Input Variable (x) written 

as YEAR, and Job Price as Response Variable (y) written as 

PEKERJAAN1 to PEKERJAAN16 (WORK1 to WORK16). 

Where in a linear regression model, the value to be predicted 

is the value of the response variable (y) bound to the input 

variable (x). According to [15], linear regression is a 

statistical method used to form a model of relationships 

between bound variables (dependent; response; Y) with one 

or more free variables (independent, predictor, X). 

 

 

 

 
Figure 2. Database Format in Excel 

 

 
Figure 3. Machine Learning Development Process 

 

 

B. MACHINE LEARNING DEVELOPMENT 

 

The development of the Linear Regression Machine 

Learning Model is done with the Jupyter Notebook tool, 

which is a web-based application that can use a variety of 

library functions using Phyton-3. 

The Development Stage starts from the conversion of data 

into Comma Separated Values (csv), Supervised Learning 

Process in Jupyter Notebook, Then import library on 

Machine Learning. The libraries used are  pandas  that serve 

to create data structures and data manipulation,  matpotlib  

libraries that function to perform mathematical functions, and  

Import Library 

(pandas, 
matpotlib, 
scikit learn) 

Import Data 
and Variabel 

Reading data 
Structures 

Data Training 
and Data 
Learning 

Output 
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sckit-learn library libraries that function to run machine 

learning models, build data training and data learning, up to 

issue output price predictions for types of work in building 

procurement in State-Owned Company. 

 

C. MACHINE LEARNING PREDICITIONS RESULTS 

 

In this Machine Learning  model, data is split into 20: 80 to 

become data training and data learning, and then sample 

training data is taken randomly every time Machine Learning  

is running. After running as many as 10 times per item, the 

following  Machine Learning Prediction Results after passing 

the process of data training, data testing, and passing the 

average distribution of predictions as seen in Table IX. 

 

D. ANALYSIS OF OWNER ESTIMATE PERCENTAGE 

 

The Price Database and Price Prediction Results are 

previously multiplied by the volume of buildings 

construction in case studies in State-Owned Company, then 

the Percentage Price Increase is calculated from 2020 to 2021 

(Table X to Table XV) 

To measure and compare the accuracy value of machine 

learning prediction results, the percentage price increase    

from 2020 to 2021 for prediction data and case studies needs 

to be calculated as seen in Table XVI. 

Because sub-works data on State-Owned Company is 

classified, the percentage increase in sub works item price is 

assumed to be equivalent or equal to the percentage increase 

of it’s Work Price Unit. 

 

E. MACHINE LEARNING ACCURACY ANALYSIS 

 

From the Percentage Comparison of Price Increases in 

predictions for 2020 to 2021, the data will be compared to the 

percentage price increase on OE data from State-Owned 

Company to calculate its RMSE Score using (1). 

 

TYPE OF WORK RMSE SCORE 

III.A BRICK WALLS 

WORK - GROUND 

FLOOR 

0,020907570 Good Fit 

III.D BRICK WALLS 

WORK – REAR 

SUPPORTING 

BUILDINGS 

0,019759200 Good Fit 

IV.A BRICK WALLS 

WORK - OUTDOOR 

LAYOUT 

0,031128803 Good Fit 

V.A. FINISHING FLOOR 

& WALL WORK - MAIN 

BUILDING GROUND 

FLOOR 

0,036831897 Good Fit 

V.D. FLOOR & WALL 

FINISHING WORK - 

OUTDOOR LAYOUT 

0,014214358 Good Fit 

V.E FLOOR FINISHING 

WORK & WALL - REAR 

OUTDOOR LAYOUT 

&ASIDE 

0,014699887 Good Fit 

 

Each project depends on cost or budget. Many researchers 

rate cost as a very important success criteria, where cost 

budget planning and proper cost estimation have been 

mentioned as success factors [16]. 

From the data on the RMSE Table, predictions from 

Machine Learning all have good fit criteria, and a high level 

of accuracy. So it can be concluded that Predictions from  

Machine Learning can help budget planning and cost 

estimation, which increases the success rates of 

procurements. 

 

 

Table IX. Results of Machine Learning Predictions 

No. Job Description 2017 2018 2019 2020 2021 

(Prediction) 

1 Ordinary Brick Wall Couple's Work 1/2 Stone Rp143,267 Rp168.120 Rp167.500 Rp258.617 Rp279.655 

2 Fireplace + Plaster Work Rp89.203 Rp95,846 Rp102.611 Rp114.264 Rp121,671 

3 Skoneng Door & Window Work Rp89.210 Rp92.832 Rp95.433 Rp102.066 Rp105.594 

4 Trasram Brick Wall Couple's Work 1/2 Stone Rp147,296 Rp173,688 Rp175.226 Rp267.098 Rp289.905 

5 Watertight Plastering Work Rp91,502 Rp98.977 Rp106.906 Rp119.003 Rp127.317 

6 Gypsum Partition Wall Couple Work, Two 

Faces 

Rp67.291 Rp73,846 Rp75,677 Rp81,516 Rp85.280 

7 Hollow Iron Partition Frame Work Rp276.947 Rp289.716 Rp344.533 Rp316.192 Rp346.637 

8 Paving Floor Work Rp277.757 Rp284.903 Rp286.189 Rp312.413 Rp319.320 

9 Curb DKI Installation Rp177.926 Rp174.829 Rp179,294 Rp192.864 Rp195.119 

10 Ground Work Rp81.205 Rp84.601 Rp86.118 Rp97.388 Rp101,000 

11 Granite Floor Work  Rp528,756 Rp542.437 Rp579.463 Rp604.012 Rp629.365 

12 Curb Work and Installation Rp182,674 Rp179,394 Rp184.772 Rp197,886 Rp200.349 

13 Granite Tile Polish Floor Work Rp634,796 Rp610.153 Rp641.140 Rp713.869 Rp724.991 

14 Rough Motif Ceramic Floor Work Rp323.607 Rp353,887 Rp372.718 Rp541.244 Rp565,799 

15 Granite Tile Wall Work Rp289.909 Rp305.012 Rp308,779 Rp386.913 Rp396,347 
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16 Floor Plint Work Rp87.370 Rp81,593 Rp79.519 Rp82.974 Rp79.970 

 

Table X Price Predictions 2021  Machine Learning Work Of Brick Wall Pair - Ground Floor 

TYPE OF WORK VOL SAT 2020 Prediction 2021 % 

Ordinary Brick Wall Couple's Work 1/2 Stone 606,192 m² Rp156,771,556 Rp169.524.321 8,1% 

Trasram Brick Wall Couple's Work 1/2 Stone 48,477 m³ Rp12.948.110 Rp14.053.725 8,5% 

Fireplace + Plaster Work 105,47 m² Rp12.051.424 Rp12,832,588 6,5% 

Ordinary Stucco Work 1193,73 m¹ Rp136.400.365 Rp145.241.726 6,5% 

Watertight Plastering Work 91,61 m¹ Rp10,901,865 Rp11,663,465 7,0% 

Skoneng Door & Window Work 254,8 m¹ Rp26.006.417 Rp26.905.351 3,5% 

TOTAL    Rp355.079.737 Rp380.221.175 7,1% 

 

Table XI  Price Predictions 2021  Machine Learning Work Of Brick Wall Pair – Rear Supporting Building 

TYPE OF WORK VOL SAT 2020 Prediction 2021 % 

Ordinary Brick Wall Couple's Work 1/2 Stone 41,937 m² Rp10.845.621 Rp11,727,871 8,1% 

Trasram Brick Wall Couple's Work 1/2 Stone 11,809 m³ Rp3,154,160 Rp3,423,488 8,5% 

Ordinary Stucco Work 101,58 m² Rp11,606,937 Rp12,359,289 6,5% 

Watertight Plastering Work 22,636 m¹ Rp2,693,752 Rp2,881,936 7,0% 

Skoneng Door & Window Work 13,15 m¹ Rp1,342,168 Rp1,388,561 3,5% 

TOTAL     Rp29,642,638 Rp31,781,146 7,2% 

 

Table XII  Price Predictions 2021  Machine Learning Work Pairs Gypsum Partition Wall – Ground Floor Main 

Building 

TYPE OF WORK VOL SAT 2020 Prediction 2021 % 

Gypsum Partition Wall Couple Work, Two Faces 180,887 m² Rp14.745.185 Rp15.425.953 4,6% 

Hollow Iron Partition Frame Work 180,887 m³ Rp57.195.022 Rp62.702.127 9,6% 

TOTAL   m² Rp71.940.207 Rp78.128.080 8,6% 

 

Table XIII  Price Predictions 2021  Machine Learning Work Finishing Floors & Walls - Ground Floor Main 

Buildings 

TYPE OF WORK VOL SAT 2020 Prediction 2021 % 

Granite Tile Floor Work 505,783 m² Rp361.062.804 Rp366,687,870 1,6% 

Rough Motif Ceramic Floor Work 62,18 m³ Rp33.654.552 Rp35.181.382 4,5% 

Granite Tile Wall Work 151,074 m² Rp58.452.495 Rp59.877.727 2,4% 

Floor Plint Work 11,625 m¹ Rp964,573 Rp929,651 -3,6% 

Plint Work Granite Tile Floor 302,222 m¹ Rp25.076.568 Rp24.168.693 -3,6% 

TOTAL   Rp479.210.992 Rp486.845.323 1,6% 

 

Table XIV  Price Prediction 2021 Machine Learning Floor & Wall Finishing Work - Outdoor Layout 

TYPE OF WORK VOL SAT 2020 Prediction 2021 % 

  Grilled Granite Floor Work 65 m² Rp39.260.780 Rp40.908.725 4,2% 

  Ground Work 91,74 m³ Rp8,934,375 Rp9,265,740 3,7% 

  Paving Floor Work 323 m² Rp100.909.399 Rp103.140.360 2,2% 

  Curb DKI Installation 60,44 m¹ Rp11,656,700 Rp11,792,962 1,2% 

  Curb Work and Installation 50 m¹ Rp9,894,300 Rp10.017.450 1,2% 

TOTAL     Rp170,655,554 Rp175.125.237 2,6% 

 

Table XV  Price Prediction 2021 Machine Learning Floor & Wall Finishing Work - Rear and Side Outdoor Layout 

TYPE OF WORK VOL SAT 2020 Prediction 2021 % 

  Paving Floor Work 424 m² Rp132.463.112 Rp135,391,680 2,2% 

  Curb DKI Installation 174 m¹ Rp33.558.336 Rp33.950.619 1,2% 

  Ground Work 41,6 m³ Rp4,051,341 Rp4,201,600 3,7% 

TOTAL     Rp170.072.789 Rp173,543,899 2,0% 
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Table XVI  Percentage Increase in Company Employment Addendum X Price From 2020 – 2021 

No TYPE OF WORK PERCENTAGE 

PRICE 

INCREASE 

INITIAL 

CONTRACT 

ADDENDUM 

3a III.A BRICK WALLS WORK - GROUND FLOOR 7.98% Rp217,784,355 Rp235.157.052 

3d III.D BRICK WALLS WORK – REAR 

SUPPORTING BUILDINGS 

5.89% Rp22.452.987 Rp23.775.636 

4a IV.A BRICK WALLS WORK - OUTDOOR 

LAYOUT 

5.28% Rp72,467,890 Rp76.291.285 

5a V.A. FINISHING FLOOR & WALL WORK - MAIN 

BUILDING GROUND FLOOR 

1.87% Rp417.195.402 Rp424.999.080 

5d V.D. FLOOR & WALL FINISHING WORK - 

OUTDOOR LAYOUT 

1.82% Rp161,522,782 Rp164,468,465 

5e V.E FLOOR FINISHING WORK & WALL - REAR 

OUTDOOR LAYOUT &ASIDE 

3.00% Rp213.592.071 Rp219,999,833 

VI. CONCLUSIONS 

Based on the results of the study,   it can be  concluded  as  

follows: 

1. In the Calculation of Owner Estimate (OE) there are 

variables X (YEAR) and Variable Y (PRICE) that can be 

developed in Machine Learning. 

2. Calculations and predictions of OE can be developed in 

Machine Learning. Prediction with  Machine Learning can be 

used in OE calculations for price predictions on capital 

expenditure procurement, namely building construction. 

3. Prediction results from Machine Learning have good fit 

criteria, and a high level of accuracy. So it can be concluded 

that Predictions from  Machine Learning can help budget 

planning and cost estimation, which increases the success 

factor of the project. 

In the next    study,  the authors  hope that the development 

of machine learning can identify more  variables, study 

various cases of causes of price addendum due to external 

factors. We also hope a feedback from this study so that the 

results of  the study can be further  developed  and  refined  

for materials to both  practically  and  academically.                                     

REFERENCES 

1. Komakech R.A (2016). Public Procurement in Developing 

Countries: Objectives, Principles and Required Professional 

Skills. Kumi University, Uganda. ISSN 2224-5731 (Paper) 

ISSN 2225-0972 (Online) Vol.6, No.8, 2016. 

2. Sandhy H. (2018). Analisis Faktor-Faktor Penyebab Gagal 

Lelang dan Putus Kontrak Pengadaan Barang/Jasa Studi Kasus 

pada Pemerintah Kota Yogyakarta. Tesis. Fakultas Ekonomika 

dan Bisnis. Jurusan Akuntansi. Universitas Gadjah Mada. 

Yogyakarta. Indonesia 

3. Lembaga Kebijakan Pengadaan Barang/Jasa Pemerintah. Buku 

Informasi – 6 Pelatihan Pengadaan Barang/Jasa Tingkat Dasar. 

Persiapan Pengadaan Barang/Jasa Pemerintah. Deputi Bidang 

Pengembangan Dan Pembinaan Sumber Daya Manusia Pusat 

Pendidikan Dan  Pelatihan Kompetensi, Jakarta. 2018. 

4. Lembaga Kebijakan Pengadaan Barang/Jasa Pemerintah. Buku 

Informasi – 5 Pelatihan Pengadaan Barang/Jasa Tingkat Dasar. 

Perencanaan Pengadaan Barang/Jasa Pemerintah. Deputi 

Bidang Pengembangan Dan Pembinaan Sumber Daya Manusia 

Pusat Pendidikan Dan  Pelatihan Kompetensi, Jakarta. 2018. 

5. Deisenroth M.P, Faisal A. A, Ong C.S. (2021). Mathematics 

for Machine Learning. Published by Cambridge University 

Press. https://mml-book.com. 

6. Khan N. (2018). Public Procurement Fundamentals. Lessons 

from and for the Field. British Library Cataloguing in 

Publication Data ISBN:978-1-78754-605-9. 

7. M Aprilia S, (2021). Analisis Faktor Utama Keberhasilan 

Proyek Konstruksi Pada Proyek Pembangunan Rumah Sakit 

Regina Maris Kota Medan. Skripsi Program Studi Teknik Sipil 

Fakultas Teknik Universitas Muhammadiyah Sumatera Utara 

tahun 2021. 

8. Raditya D, Erlin N.P, Amanda F.S, Hanafiah N. (2021). 

Predicting Sneaker Resale Prices using Machine Learning. 

Bina Nusantara University, Indonesia. Procedia Computer 

Science 179 (2021) 533-540. 

9. Dulakshi S, Kumari K. (2021). Root Mean Square Error or 

mean absolute error? Use their ratio as well. University of 

Peradeniya, Sri Lanka. Information Sciences 585 (2022) 

609-620. 

10. Sugiyono,2008. Metode  Penelitian  Kuantitatif,  Kualitatif  dan  

R&D.  Alfabeta. Bandung.  

11. Harga Satuan Bahan Bangunan Konstruksi dan Interior. 

Journal Of Building Construction, Interior & Material Prices. 

Pandu Bangun Persada Nusantara. 2017. Edisi 36 

ISSN.0853-4829. 

12. Harga Satuan Bahan Bangunan Konstruksi dan Interior. 

Journal Of Building Construction, Interior & Material Prices. 

Pandu Bangun Persada Nusantara. 2018. Edisi 37 

ISSN.0853-4829. 

13. Harga Satuan Bahan Bangunan Konstruksi dan Interior. 

Journal Of Building Construction, Interior & Material Prices. 

Pandu Bangun Persada Nusantara. 2019. Edisi 38 

ISSN.0853-4829. 

14. Harga Satuan Bahan Bangunan Konstruksi dan Interior. 

Journal Of Building Construction, Interior & Material Prices. 

Pandu Bangun Persada Nusantara. 2020. Edisi 39 

ISSN.0853-4829. 

15. Deny K. (2008). Linear Regression. R Foundation for 

Statistical Computing, Vienna, Austria. ISBN 3-900051-07-0, 

URL http://www.R-project.org 

16. Olomolaiye, P. O., Proverbs, D. G., Ahadzie, D. K., Ahadzie, 

D., Proverbs, D., & Olomolaiye, P. (2008). Critical success 

criteria for mass house building projects in developing 

countries. International Journal of Project Management, 26(6), 

675-687. 

https://mml-book.com/


 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022 

                        

     Page | 103 
 

An Exploratory Research on Service Quality of the 

Urban Public Transport Companies and 

Sustainable City Logistics 

 
[1] 

Kavita Sharma, 
[2] 

Sachin Sharma 
[1] 

University School of Business, Chandigarh University, Mohali, Punjab, India 
[2] 

School of Management Studies, CT University, Ludhiana, Punjab, India  
 

Abstract 

Purpose: 
The aim of this article is to provide an assessment of the results of primary research conducted on the quality of service 

provided by urban public transportation companies and sustainable city logistics in India. 

Methodology: 

The paper is primary in research. Primarily, survey with a representative sample of 277 respondents were conducted for the 

purpose of gathering information for the main study. To examine the data, a variety of statistical approaches, 

namely,descriptive statistics, Exploratory Factor Analysis and Confirmatory Factor Analysis applied. 

Findings: 

According to the findings of this study, respondents are more satisfied with the level of service quality provided by urban 

public transportation companies, whereas specific service quality characteristics are also seen differently by different 

employees of the companies related to sustainable logistics. According to the study, customers-orientation and 

environmental monitoring have significant influence on urban public transportation companies. According to the existing 

study, public transportation providers should take into account the needs of various passenger while determining fares. 

Originality: 

The existing research will provide wide scope to the researchers and practitioners to carry out a comprehensive analysis on 

sustainable logistics withurban and rural public transport for future research. 

 

Keywords: environmental monitoring, influence, public urban transport, service quality, sustainable city logistics 

 

 

I. INTRODUCTION 

This century has also seen a dramatic shift in mobility 

needs due to the changing corporate environment and 

population development. As a result, individuals were no 

longer able to go outside of their towns and cities, but were 

instead restricted to their own urban areas, However, the 

continents' frameworks were shifted and intercontinental 

overlap developed as a result of mobility. Passenger and 

freight transit performance is steadily improving. Cities and 

urban agglomerations face increasing demand on their 

transportation infrastructure and logistics. These 

developments are equally crucial for the twenty-first century, 

a time in which current information and communication 

technologies are likewise undergoing a fundamental 

evolution, shifts in consumer buying habits and shifting 

mobility requirements. As the number of people driving their 

own cars increases in cities and urban agglomerations, 

driving speeds drop, public transportation services become 

more irregular, and passengers experience frustrating 

waits(Stopka, Bartuska and Kampf, 2015). Numerous 

academic papers have shown the environmental, economic, 

and social consequences of globalisation, urbanisation, and 

excessive individual automobile use in metropolitan 

areas(Haghshenas and Vaziri, 2012). Road infrastructure 

safety, air pollution, traffic noise, and global warming are just 

some of the issues that arise as more people drive their own 

cars; It takes a significant amount of money and time to build 

new road infrastructure and the accompanying transportation 

equipment; Parked vehicles are a hindrance to those on foot, 

on bicycles, and in wheelchairs(Stopka, Bartuska and Kampf, 

2015). One of the study outlined the interplay between 

business, the environment, and humankind as the primary 

obstacles to fast global urbanisation(Riffat, Powell and 

Aydin, 2016). While economic effect is important, Birkin and 

Polesie stressed the need of adopting methods and behaviours 

that are social and environmental resilient(Bartelmus, 2010). 

City and global environments face the biggest challenges 

today not just in decreasing greenhouse gas emissions and 

pollution but also in enhancing the quality of life for 

residents(Vardoulakis and Kinney, 2019). Urban sprawl and 

the decentralisation of communities are both exacerbated by 

traffic, but the promotion of environmentally friendly forms 

of transportation is essential, because city people have the 

option of using one of these environmentally friendly forms 

of transportation(Stopka, Bartuska and Kampf, 2015). With 
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regard to sustainable city logistics, this article focuses on the 

quality of service provided by the city's public transportation 

providers in the specified urban area. Its purpose is to assess 

the level of service provided by the metropolitan public 

transportation firms in this area, and to highlight certain 

shortcomings in this area from the standpoint of sustainable 

city logistics. The following is the structure of the paper: 

Section 1 includes the introduction to the issue and 

justifications for the research effort given in this study are 

included inside section. Section 2 provides an overview of 

the theoretical foundations in the fields of city logistics 

challenges and public transportation services, respectively. 

Section 3 explains the procedures that were employed in the 

research study for data collecting and data analysis, as well as 

the results of the research. The findings and conclusions of 

the study are presented in Section 4. Section 5 examines the 

findings and offers a comparison between the findings and 

previous study in the field (i.e., existing literature). As a 

conclusion, the article offers suggestions for potential 

applications in sustainable urban logistics. 

 

II. Review of Literature 

Limited resources and inadequate infrastructural capacity 

must be addressed by cities, which must create 

solutions(Peter and Swilling, 2012). Kauf(2016) utilises the 

phrase "sustainable city logistics" to refer to the area of city 

logistics that is critical to long-term urban sustainability(Kauf, 

2016). Achieving sustainable urban transportation is seen as a 

precondition for implementing the notion of sustainable city 

logistics by the majority of authors(Cheba and Saniuk, 2016). 

According to some researchers, optimising intra-city 

transportation may help to thelong-term sustainability and 

profitability while also relieving infrastructure congestion 

and reducing emissions and noise(Viu-Roig and 

Alvarez-Palau, 2020). Many fields of study are now looking 

at how to best implement sustainable city logistics. The 

utilisation of new sources of information to provide 

sustainable transportation networks in cities and urban 

agglomerations presents new problems and possibilities for 

city logistics(Ogryzek, Kmiec and Klimach, 2020). The use 

of big data for in-depth research to plan and optimise 

sustainable city logistics is also promoted by other 

sources(Bibri, 2019). Other authors stress the importance of 

decision support systems and tools in addressing city 

logistics problems since without them, it is hard to come up 

with an ideal solution(Yigitcanlar et al., 2019) ; (Toli and 

Murtagh, 2020). Logistics in the city are becoming more 

difficult as a result of urbanisation and e-commerce(Schöder, 

Ding and Campos, 2016). There are several issues facing city 

logistics today, including e-commerce and its impact on the 

transportation network in and around agglomerations(Bosona, 

2020). The purpose of city planners is to establish the 

optimum grading system for sustainable city 

development(Al-Zoabi and Jarrar, 2016). In cities, public 

areas and social connections are intertwined and mutually 

dependent. City settings influence social activity because of 

this connection(Latham and Layton, 2019). Development 

nations place a high value on urban planning and water 

quality preservation since both are essential to a country's 

long-term social and economic progress(Cosgrove and 

Loucks, 2015). Sustainable city logistics has been the subject 

of several studies, with a wide range of possible solutions. a 

greater use of low-energy and low-emission vehicles for 

last-mile delivery(Mucowska, 2021); Given the overall 

performance obtained by all modes of transportation, a 

greater proportion of co-modal travel(Naumov et al., 2020); 

roadways, city centres, or particular zones may be charged 

based on their usage; the improvement of transportation 

infrastructure and the reduction of emissions from 

automobiles(Guo et al., 2020); Traveling in a more 

environmentally friendly manner. According toStopka, et.al., 

(2015), limits on the use of automobiles and favourable 

conditions for the use of ecologically friendly forms of 

transportation should be addressed,in order to make urban 

public transportation and cycling and pedestrian traffic more 

competitive and favoured over private automobile 

transportation, and because of the tremendous dissemination 

of these solutions. For individuals, walking and cycling are 

essential components of sustainable and resilient 

communities and towns(Tight, 2016). As a result, 

metropolitan public transportation networks and services 

play a critical role in promoting sustainable growth in our 

communities and sustainable logistical 

systems(Mosaberpanah and Khales, 2013). Several 

management methods may be used by public transportation 

firms in order to enhance their environmental performance. 

An intriguing solution is one that allows for the formation of 

new partnerships and value network reconfigurations capable 

of enhancing efficiency. In order to deliver greater service 

and efficiency, public transportation services address 

sustainable challenges to combining environmental 

"eco-efficiency" and social sustainability by including all 

stakeholders. Encourage clients to use public transportation 

by highlighting the benefits of doing so in terms of the 

environment(Lopez, Ruiz-Benítez and Vargas-Machuca, 

2019). Improving public transportation's quality and 

responsiveness to customer needs is one answer, but only if 

the whole transportation system as a whole is improved. 

Public transportation networks in the agglomeration context 

may be considered as a dynamic system, according to many 

research(Fang and Yu, 2017). However, the real issue is 

overcoming the habit of driving one's own automobile, and 

one approach is to use public transit or car-sharing services 

instead(Alyavina, Nikitas and Tchouamou Njoya, 2020). 

However, the real issue is overcoming the habit of driving 

one's own automobile, and one approach is to use public 

transit or car-sharing services instead(White, Habib and 

Hardisty, 2019). Providing high-quality public transportation 

services is critical to the success of sustainable city logistics, 

which is why this topic is often debated(White, Habib and 

Hardisty, 2019). There are two dimensions to service quality, 

according to Parasuraman and co-workers [51]. Service 

quality may be defined as the gap between the customer's 
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expectations and their perceptions that happens throughout 

the service process, which is part of the exchange and 

long-term sustainable service business model(Enquist, 

Edvardsson and Petros Sebhatu, 2007). However, this does 

not indicate that a service provider must satisfy the client's 

demands; rather, it means that the customer's expectation is 

something the customer wants to be supplied by the service 

provider in a long-term way(Angelova and Zekiri, 2011). An 

intangible collection of criteria may be used to determine the 

quality of public transportation services for passenger 

transportation(Güner, 2018); (Riffat, Powell and Aydin, 

2016). 

Research shows that passengers value overall time, 

comfort and cleanliness, accessibility of the service and 

information, service organisation and safety, conductors' 

behaviour and expenses, i.e., the fee, more than any other 

quality factor, according to passengers' perceptions of service 

quality(Shen et al., 2016). 

III. Research Gap 

After thorough assessment of prior studies on Urban public 

transportation it was found that there is no study that aims 

and measure ―Service quality of the urban public transport 

companies and sustainable city logistics.‖ Therefore, existing 

research made an effort to fill the gap and conduct an analysis 

of service quality of the urban public transport companies and 

sustainable city logistics and extracted variables based on 

prior studies for existing research, namely, service quality, 

Accessibility, Information sharing, timely delivery, 

customer-orientation, safety,environmental monitoring 

adapted from 54,56.  

 

Research questions 

 What are the factors influencing the quality of 

service of the urban public transport companies to 

ensure sustainable city logistics? 

 What are the results of the evaluation of the quality 

of service of the selected factors in urban transport 

companies and sustainable city logistics? 

 Which factors were considered the most important 

and least important in urban transportation firms and 

sustainable city logistics? 

IV. Objectives of the study 

 To identify the factors influencing the Service 

quality of the urban public transport companies. 

 To assess the relationship of identified factors of 

urban public transport companies with sustainable 

city logistics. 

 To proposed a conceptual framework to indicate the 

relationship of urban public transport companies 

and sustainable city logistics. 

 

Hypothesis of the study 

 H01: There is no relationship among factors of 

service quality of urban public transport companies 

with sustainable city logistics. 

Ha1: There is relationship among factors of service quality 

of urban public transport companies with sustainable city 

logistics. 

 H02: There is no relationship among factors of 

accessibility of urban public transport companies 

with sustainable city logistics. 

Ha2: There is relationship among factors of accessibility of 

urban public transport companies with sustainable city 

logistics. 

 H03: There is no relationship among factors of 

information control of urban public transport 

companies with sustainable city logistics. 

Ha3: There is relationship among factors of information 

control of urban public transport companies with sustainable 

city logistics. 

 H04: There is no relationship among factors of 

customer-orientation of urban public transport 

companies with sustainable city logistics. 

Ha4: There is relationship among factors of 

customer-orientation of urban public transport companies 

with sustainable city logistics. 

 H05: There is no relationship among factors of 

environmental monitoring of urban public transport 

companies with sustainable city logistics. 

Ha5: There is relationship among factors of environmental 

monitoring of urban public transport companies with 

sustainable city logistics. 

V. Research Methodology 

The present study carried out using exploratory analysis, 

which practices three rounds of internal screening conducted 

by the researchers in the current study. Firstly, the most 

critical articles on recent developments of Service quality of 

the urban public transport companies and sustainable city 

logistics were selected. The researchers created a flowchart 

(mentioned in Figure 1) to show their procedures for 

selecting papers. Second, A survey performed among the 

employees as respondents of 277 of urban transport 

companies‘ logistics department to facilitate the 

identification of important factors concerning to Service 

quality of the urban public transport companies and 

sustainable city logistics. Finally, after assessing both the 

outcome of former rounds, the conceptual framework for the 

existing research developed (Fig 2).  
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Figure 1: Flowchart Presentation of Selection of Research Articles 

 

 

 

 

 
Figure 2: Conceptual Framework of Impact of Public 
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Result and Discussion 

 

Table 1: Reliability Statistics 

Reliability Statistics 

Cronbach's Alpha N of Items 

.896 18 

 

Table 1,documented a study and stated the assessment of 

reliability statistics of the study and found that the estimated 

value of Cronbach Alpha is .896 (N=18), which is greater 

than the acceptable threshold limitof .60. Therefore, the 

reliability statistics documented the presence of internal 

consistency among the variables and thereby led to perform 

further comprehensive quantitative analysis. 

 

Table 2: Descriptive Statistics 

Descriptive Statistics 

 N Minimum Maximum Mean Std. Deviation 

Reliability 277 1 5 4.34 .642 

Consistency 277 1 5 4.36 .664 

Timely Delivery 277 1 5 4.34 .723 

Dependability 277 1 5 4.41 .668 

Responsiveness 277 1 5 4.18 .767 

Material Handling 277 1 5 4.39 .630 

Inventory Management 277 1 5 4.22 .765 

Packaging and distribution 277 1 5 4.27 .720 

Availability of accurate data 277 \ 1 5 4.40 .661 

Integrity of information 277 1 5 4.36 .654 

Confidentiality 277 1 5 4.29 .683 

Non-Repudiation 277 1 5 4.19 .709 

Customer satisfaction 277 1 5 4.13 .867 

Customer retention 277 1 5 4.01 .927 

Toxic waste 277 1 5 3.78 1.094 

Air quality 277 1 5 4.13 .851 

Energy use 277 1 5 4.02 .911 

Water scarcity 277 1 5 3.82 1.060 

Valid N (listwise) 277     

 

 

Table 2,documented a study and stated the assessment of 

descriptive statistics and identified that ―Dependability‖ 
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(Mean= 4.41 and Standard Deviation=.668) considered to be 

the most important Urban transport goods that influence 

sustainable logistics followed by ―Availability of accurate 

data‖ (Mean= 4.40 and Standard Deviation=.661). The factor 

―Toxic waste‖ considered to be the least important factors 

perceived by employees of logistics department. Therefore, 

the descriptive statistics made an important observation that 

Urban transport goods factors dependability and availability 

of accurate data are the two prime determinants influencing 

sustainablelogistics. 

 

Table 3: KMO and Bartlett's Test 

KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .815 

Bartlett's Test of Sphericity Approx. Chi-Square 3048.450 

Df 153 

Sig. .000 

 

Table 3, depicted the component analysis that was shown 

to be legitimate by demonstrating its validity using the results 

of the KMO and the Bartlett test of sphericity. The 

Kaiser-Meyer-Olkin (KMO) test, which employs two 

observed variables to analyse a third seen variable, may be 

used to determine if a sample size is enough.An overall 

sample size of 277 participants was used in the study, which 

was large enough that statistical analysis can be performed, 

however, the results of the Bartlett test of sphericity are also 

available, and they were determined to be statistically 

significant.The employment of KMO test statistics serves the 

aim of assessing a broad range of values, from 0 to 1. The 

KMO test produces a result with an accuracy of more than 

0.50 (n=.815 in the case of present KMO output), and as the 

value increases, the results improve. Statistical analysis 

revealed that the sample size was sufficient and that the 

variables exhibited a significant relationship, which allowed 

for the construction of the factors to be determined. 

Table 4: Principal Component Analysis 

Total Variance Explained 

Components 

Initial Eigenvalues Extraction Sums of Squared Loadings 

Total % of Variance Cumulative % Total % of Variance Cumulative % 

Reliability 6.819 37.881 37.881 6.819 37.881 37.881 

Consistency 2.082 11.564 49.445 2.082 11.564 49.445 

Timely Delivery 1.397 7.758 57.204 1.397 7.758 57.204 

Dependability 1.181 6.561 63.765 1.181 6.561 63.765 

Responsiveness 1.029 5.716 69.481 1.029 5.716 73.29 

Material 

Handling 

.740 4.111 73.593 
   

Inventory 

Management 

.720 4.003 77.595 
   

Packaging and 

distribution 

.657 3.652 81.248 
   

Availability of 

accurate data 

.598 3.322 84.570 
   

Integrity of 

information 

.531 2.949 87.519 
   

Confidentiality .504 2.797 90.317    

Non-Repudiatio

n 

.457 2.541 92.858 
   

Customer 

satisfaction 

.392 2.177 95.035 
   

Customer 

retention 

.340 1.886 96.921 
   

Toxic waste .278 1.544 98.465    

Air quality .161 .895 99.360    
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Energy use .064 .354 99.714    

Water scarcity .052 .286 100.000    

Extraction Method: Principal Component Analysis. 

 

Table 4, shows the factors and their factor loadings 

determined using a procedure known as factor analysis. It 

was possible to explain the greatest amount of variance in the 

data by using PCA to extract 18 components and rotating the 

data using the varimax method. The five factors accounted 

for 73.29% of the total variance. This data reduction 

technique resulted in the loss of a significant quantity of 

information, lowering the variance to 26.71 percent.26.71 

percent of the variability was accounted for by the first 

component "Reliability," and 37.881 percent by the second 

component "Consistency," as determined by Eigenvalue 

analysis. "Timely Delivery" (6.561) and "Responsiveness" 

(5.716) together accounted for 11.564% and 7.758% of the 

total variance. More than 73.29% of the variance was 

explained by this combination of 18 variables, above the 60% 

criteria for significance. 

Table 5: Exploratory Factor Analysis 

Component Matrix
a
 

Dimensions 

of 

Urban Transport Logistics 

Component 

Service 

Quality 
Accessibility 

Information

Control 

Customer-

Orientation 

 

Environment

al monitoring 

 

Reliability .642     

Consistency .639     

Timely Delivery .583     

Dependability .629     

Responsiveness .610     

Material Handling  .669    

Inventory Management  .633    

Packaging and distribution  .622    

Availability of accurate data   .637   

Integrity of information   .666   

Confidentiality   .677   

Non-Repudiation   .654   

Customer satisfaction    .570  

Customer retention    .572  

Toxic waste     .542 

Air quality     .585 

Energy use     .566 

Water scarcity     .454 

Extraction Method: Principal Component Analysis. 

a. 5 components extracted. 

 

From table 5,It may be concluded that the logical and 

effective reduction of 18 variables to five components was 

achieved. There are numerous factors that determine 

sustainable logistics, and the five basic aspects give a fair 

explanation for their effects on Urban transportation products. 

These data have been suppressed because loadings of 

variables below 0.4 were judged insignificant by the authors. 
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Results showed that "Service Quality" was influenced by five 

distinct elements. When applied to the sample population, 

factor loading was.639 at the highest and.583 at the lowest. 

Accessibility was influenced by three criteria, all of which 

had varying degrees of significance. There were two factor 

loadings (the first and final values) set at.669 (Maximum 

loading) and.622 (Minimum loading), respectively. The 

"Information Control" category has four variables with 

observed values of.677 (Maximum loading) and.637 (Control 

information) (Minimum loading). The 

"Customer-Orientation" component was set to a maximum 

loading of.572 and a minimum loading of.570 (Minimum 

loading). The fifth component was made up of four variables 

with loadings between.454 and.585 (maximum loading) 

(Minimum loading). 

 

Confirmatory Factor Analysis (CFA) 

In the next step, it is critical to identify whether or not 

factors are related to their variables. In the confirmatory 

procedure, the accuracy of the measurement items is first 

assessed, and then the measurement model is calculated. To 

illustrate the relationship between the observed variables in a 

measurement model, a construct is used. Using PLS, it is 

possible to examine all associations in the model at once 

since there are so many variables involved. 

 
Figure 2: Partial Least Square 

 

Table 6: Confirmatory Factor Analysis 

Component Matrix
a
 

Dimensions 

of 

Urban Transport Logistics 

Component 

Service 

Quality 

Accessibilit

y 

Informatio

nControl 

Customer

-Orientation 

 

Environment

al monitoring 

 

Reliability 0.761     
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Consistency 0.797     

Timely Delivery      

Dependability 0.725     

Responsiveness 0.722      

Material Handling  0.827    

Inventory Management  0.795   
 

Packaging and distribution  0.810    

Availability of accurate data   0.777   

Integrity of information   0.809   

Confidentiality   0.820   

Non-Repudiation   0.747   

Customer satisfaction    0.845  

Customer retention    0.844  

Toxic waste     0.748 

Air quality     0.705 

Energy use     0.801 

Water scarcity     0.724 

Extraction Method: Principal Component Analysis. 

a. 5 components extracted. 

 

Table 6, In order to better understand the structure of the 

measurement model, please see Table 3. Similar findings 

were found in the Factor Loading Analysis (EFA). Factor 

loadings bigger than those authorised in exploratory factor 

analysis are allowed in confirmatory factor analysis. Over 0.7 

is the loading (except one). In general, model fit is considered 

satisfactory if the loadings are over 0.7, which is the 

threshold for acceptable model fit. Convergent validity was 

high when the factor loadings were greater than 0.70. It is 

allowed to use other goodness parameters as long as the 

measurement model converges. 

Table 7:Reliability and convergent validity statistics of measurement model 

  
Cronbach's 

Alpha 

Composite 

Reliability 

Average Variance Extracted 

(AVE) 

Accessibility 0.739 0.852 0.657 

Customer-orientation 0.598 0.833 0.713 

Environmental 

Monitoring 
0.753 0.833 0.555 

Information Control 0.797 0.868 0.622 

Service quality 0.792 0.858 0.547 

 

In table 7, Confirming the model's dependability and 

validity is critical once the preceding step has been completed. 

Cronbach's alpha is a metric for evaluating the consistency of 

a set of variables. It is assumed that the statements being 

administered all evaluate the same construct (i.e., the 

construct is unidimensional) and that observations are 

independent of each other when giving the Cronbach test. 

Using Cronbach's alpha, we may observe some interesting 

results in Table 4. Cronbach's alpha values ranged from.797 

to.739, which is a very good result, even if we exclude the 

importance of customer-oriented variables (0.598).  

Composite reliability is an additional, improved metric for 

assessing trustworthiness (CR). Factor score-based estimates 
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are better than Cronbach alpha in terms of construct 

estimation, according to this study There is a range of 

acceptable CR values between.7 and 1. Construct CR should 

be more than 0.7 for the best results. According to table 4, the 

CR values of all four structures are more than or equal to 0.7. 

The CR for composite dependability was as low as 0.833 at 

the time. 

Table 8: Descriptive Statistics 

Descriptive Statistics 

 N Minimum Maximum Mean Std. Deviation 

Service Quality 277 1 5 4.19 .709 

Accessibility 277 1 5 3.78 1.094 

Information Control 277 1 5 4.01 .927 

Customer-orientation 277 1 5 4.13 .867 

Environmental Monitoring 277 1 5 4.13 .851 

Valid N (listwise) 277     

 

Table 8,documented a study and stated the assessment of 

newly formed variables descriptive statistics and identified 

that ―Service Quality‖ (Mean= 4.19 and Standard 

Deviation=.709) considered to be the most important Urban 

transport goods that influence sustainable logistics followed 

by ―Customer-orientation‖ (Mean= 4.13 and Standard 

Deviation=.867) and ―Environmental Monitoring‖ (Mean= 

4.13 and Standard Deviation=.851). The factor ―Accessibility‖ 

considered to be the least important factors perceived by 

employees of logistics department. Therefore, the descriptive 

statistics made an important observation that Urban transport 

goods factors Service Quality and Customer-orientation are 

the two prime determinants influencing sustainable logistics. 

 

Hypothesis Testing 

After applying Exploratory Factor Analysis (EFA) and 

Confirmatory Factor Analysis (CFA) the findings of the 

study stated that there exist strong association among the 

factors of Service quality of the urban public transport 

companies with sustainable city logistics as KMO bartlett test 

value (.815) which is also close to 1 and also significant 

at .000. Also, in EFA cumulative value of total variance 

explained value is 73.29% which is greater than the 

acceptable thresholdlimit of 70%. Moreover, the assessment 

of CFA, value depicted that newly formed constructs 

Cronbach alpha value is greater than .60 and also in case of 

composite reliability is greater than .70. Therefore, null 

hypothesis (H01, H02, H03, H04 and H05) is rejected and 

alternative hypothesis (Ha1, Ha2, Ha3, Ha4 and Ha5 is 

accepted. 

VI. Conclusion 

Cities need innovative, long-term logistical solutions to 

meet the demands of the on-demand economy in the realm of 

public transport. These solutions must be environmentally 

friendly. Service Quality is a possible strategy for ensuring 

the long-term viability of urban public transportation systems. 

Using data from India's public urban transportation system, 

this research examines the economic and environmental 

consequences of a service-based sustainable logistics system. 

In order to better understand the perceptions of personnel in 

the logistics department, a survey is conducted first. 

Researchers then used Exploratory Factor Analysis (EFA) 

and Confirmatory Factor Analysis (CFA) to determine the 

influence and relationship among variables and also thereby 

try to identify existence of reduction of variables and 

formation of new constructs for the study, the revenues for 

public urban transportation firms, and the investment and 

management expenses for the public urban transportation 

companies' platform. The research also included an 

environmental evaluation, which concluded that establishing 

environmental monitoring has a significant impact on the 

long-term viability of public urban transportation businesses. 

The elements of Service Quality and Customer-Orientation, 

in addition, have a substantial impact on the long-term 

viability of public urban transportation organisations. More 

extensive environmental evaluations employing 

micro-simulation modelling, both accounting for actual 

traffic circumstances and the availability of commercial bays 

and comparing conventional vs public transportation-based 

crowdshipping will be the subject of future research 

endeavours; (ii) an in-depth examination of both technical 

needs (for example, the placement and size of parcel lockers) 

and the necessary cooperation between shippers, logistics 

operators, and different transportation platform providers; 

and (iii) a complete investigation of the whole spectrum of 

key components (e.g., economic, legal, social, and 

psychological difficulties) that may obstruct the adoption of a 

successful business mode, conducted via a multidisciplinary 

method. 
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Abstract 

IT Sector is serving as the financial backbone of the country, the employees are anticipated to be extremely competent, 

operative, and creative. Definitive Culture and Organizational Citizenship Behaviour (OCB) are the parts of various leveled 

advancements and improvements that have gained the uncommonly considered supervisors, subject matter experts, and 

researchers. Organizational Culture is a significant benefit when it derives fascinating talent and outstripping the 

competition. Every establishment’s culture is different, so it’s imperative to hold what makes the organization exclusive. 

Culture is most huge when trying to achieve association-wide change and Organizational citizenship conduct is a conduct 

that is utilized to characterize all the hopeful and useful representative exercises and practices that aren't a part of their 

endorsed set of working responsibilities. The ultimate goal of this analysis quest was to evaluate the effect of working 

culture on OCB. PLS-Sem was applied to see the outcomes and it showed that there was a gainful result of work culture on 

OCB of IT specialists. 

 

Keywords: Organizational Citizenship Behavior, Work culture, IT Sector 

 

 

I. INTRODUCTION 

This Only gratified and fulfilled employees will participate 

in the active working of the association(Chiboiwa et al., 

2011). Hierarchical culture is the person and conduct of the 

association. It is the collection of ethics, prospects, and plays 

out that control and evaluate the exercises surprisingly of the 

association. Batman and Organ in the year 1983 coined the 

term OCB for the primary time and they reflect on it as 

valuable behavior which hasn’t been stated in the job 

description but the workforces obvious them while gratifying 

their responsibilities and obligations to aid others. It stands 

for behaviors that are not a fragment of the recognized 

necessities of the work but supports the efficiency of effort 

and voluntary work. Organ’s (1988) idea of OCB deals with 

five behavior categories – all essential for productive 

establishments and enhancing the effectiveness of the 

organizations. It has experienced understated definitional 

reconsiderations since the term was devised in the late 1980s, 

but the construct relics the identical at its fundamental. OCB 

is a rationally contemporary organization impression that has 

activated approximately for three decades. The academic 

paradigm of Organizational Citizenship Behavior was 

innovated by Dennis Organ and Ann Smith (Smith et al., 

1983). "Organizations need and prerequisite workforces who 

will put efforts that are not present in any job description. 

Indication denotes that those establishments that have such 

workforces outclass those that don't (Podsakoff et al., 2009). 

II. Review of Literature 

The organizational culture is its nature, charisma and 

overall behavior. Organizational culture is also described 

by(Needle, 2004) as the behavior or interface of persons 

within an association. Organizational culture incorporates 

four significant develops: overseeing change, accomplishing 

objectives, organizing cooperation, and building a solid 

culture. Independently, the designs are upheld or frustrated 

by the ethics and rules that are gathered by the foundation's 

partners. These standards and perspectives are strong powers 

for hierarchical development or let-down. 

(Anning-Dorson, 2021)
i

 studied how imaginative 

hierarchical culture and inventive drive produce market 

versatility for little and medium undertakings (SMEs) in the 

help region to work on their force. Both moderate culture and 

association are viewed as firm-level assets arranged for 

impacting the adaptability of the firm amidst market 

disturbance. The appraisal battles that SME association firms 

should involve their internal assets for develop their 

adaptability limit which is more basic, remarkable, superior 

and not substitutable. The disclosures suggest that anyway 

moderate culture and authority might impact a help 

association's power, It is more possible to consolidate these 

enterprise-level resources, allowing the market  to be more 

flexible to its effects. 

As per the research by (Bogoviz et al., 2019), the 

accentuation on their work is to pick the association between 
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different evened out culture and focal characteristics of the 

planned exertion of dynamic in current business structures 

and to pick the headings of the heads of certified culture 

subject to the set standards of dynamic. Thusly, the 

relationship between authoritative culture and focal points of 

the pattern of dynamic in current business structures as 

shown by the norms of the level of incorporation of laborers 

in powerful is settled. 

1 (Zeb et al., 2021), investigated of systems that 

allow invention seems to be of interest to both 

professionals and scholars because innovation is 

the essential input to organizational longevity 

Thus, there is a developing interest in directing 

extra investigation into the variables that impact 

creativity. The revelations showed that the 

fighting regard structure (CVF) model of 

legitimate culture might raise inventiveness that 

implies the headway of PEPCO, which justified 

limit for everyone relying upon the 

characteristics made by the lifestyle of the 

affiliation. 

(Olafsen et al., 2021) recommended that future 

organizations need to zero in on their capacity to adjust to be 

supportable, and that implies that manageability as an 

authoritative issue will get more accentuation. Change 

programs, of course, a significant part of the delayed bomb in 

view of a shortfall of staff responsibility. The target of this 

investigation is to see what various leveled culture and 

individuals arranged for change mean for various types of 

progress liability. The revelations suggest such advancement 

obligation didn't differentiate across versatile and stable 

definitive social orders. This could propose that the force of 

an affiliation's lifestyle, rather than its insightful, is 

fundamental for change liability. 

(Solomon & Brown, 2020) concluded that organizational 

culture assumes a significant part in affecting worker 

consistency with data security approaches. Making a 

subculture of data security can help with working with 

consistency. The principle force for this paper is to perceive 

open entryways for the joining effect of media and data 

security culture on capable data security consistency. This 

examination similarly means to clarify the impact of veritable 

culture on the data security culture. 

(Gautam & Basnet, 2021), The reason for this 

investigation is to analyze the intervening impact of 

inspiration to move preparing in the middle of five elements 

of hierarchical culture and preparing move. The results show 

that motivation to move to get ready generally mediates the 

association between the four parts of definitive culture and 

setting up the move. Further, the results moreover show the 

association among trust and planning move is totally 

interceded by the motivation to move to get ready. 

(V. T. Nguyen et al., 2019), researched the association 

between hierarchical culture agent definitive obligation and 

specialist advancement in the Vietnamese IT industry. The 

results suggest that for the most part authoritative culture and 

hierarchical obligation are unequivocally and by and large 

related to agent headway. A more fundamental look uncovers 

that from authoritative culture's assessments that is mission, 

versatility and achievement are results in explicitly and all 

things considered connected with worker headway. 

The motivation behind the research study of (Aboramadan 

et al., 2019) inspected the connections between 

organizational culture, advancement and banks' presentation 

in Palestine. The discoveries of the examination show that 

organizational culture and promoting advancement 

emphatically affect banks' exhibition. Additionally, it was 

discovered that advertising execution part of the way 

intervenes the connection between authoritative culture and 

banks' presentation 

2  (Park & Doo, 2020), The justification for the 

evaluation is to research the vital institutions 

amongst authoritative subculture, HR practices, 

and lady overseers` revolutionary duty and 

career pleasure in South Korea. The disclosures 

exhibited that hierarchical subculture actually 

impacted HR practices and in a roundabout way 

affected paintings pleasure and valid liability. 

3 (Azila-Gbettor et al., 2021) was studied on 

direct citizenship (OCB) rights as an intervening 

variable between respect for instrumental work  

and different enforcement of justice; and the 

difference in attendance rates between 

household heads and non-family supervisors for 

models attending family dormitories. Respect 

for work clearly impacts OCB and moderate 

family housing performance. OCB intervenes 

the connection between regard for work and 

moderate execution. 

 

(Ashfaq & Hamid, 2020) studied the effect of personal 

relationship (PO) on job responsibility (WE). The article also 

investigates the relationship between WE, Citizen Direct 

Affiliate Individual (OCBI) and Citizen Alliance Primary 

Affiliate (OCBO). On the balance side, the WE-mediating 

effect of WE were separately assessed between the matched 

PO and the OCBI/OCBO.  

Drawing on the "substitute for authority" hypothesis, the 

examination by (Aslam et al., 2021) researches the 

intervening job of workers between administrative help and 

representative's authoritative citizenship conduct for the 

climate. It additionally elucidates the part of natural 

administration rehearses, an alternative for administrative 

help in this relationship. The discoveries uncover that 

administrative help upgrades representative perspectives 

towards supportive of ecological conduct, which thusly 

builds workers' propensity to include in organization 

citizenship conduct for the climate.  

The research study by (Suharnomo & Hashim, 2019) plans 

to look at the impact of occupation inspiration and 

commitment on OCB of Indonesian and Malaysian 

representatives. Genuine and public social orders are 

presented as specialists and OCB as a go-between to examine 

their affiliations concerning work execution. The outcomes 
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show that work obligation and occupation inspiration 

unequivocally sway OCB in Indonesia yet not Malaysia. 

The purpose of the research study by (Qi & Armstrong, 

2019) is to perceive how mental style assortment influences 

intra-bunch debate and individual-level authoritative 

citizenship exercises. The profession of exchange between 

forerunners and intermediaries is also explored. The results 

provide general support for our studied relationship between 

mental stylistic diversity and internal relationship struggle. 

The research of (Singh et al., 2020) plans to quantify OCB 

among staff individuals in the quick purchaser merchandise 

(FMCG) business, where a superior presentation work 

framework (HPWS) has been embraced, to all the more likely 

comprehend worker usefulness.The outcomes show that 

HPWS impacts OCB. The vast majority of the components of 

HPWS and OCB were discovered to be emphatically related. 

The discoveries additionally refute the work interaction 

hypothesis concerning the investigation. 

The goal of the study by (Kissi et al., 2019) was to decide 

the cooperation between authoritative citizenship conduct, 

work over-burden and worker efficiency in the Ghanaian 

development industry, to recognize the slender line among 

both embracing OCB and overlooking work over-burden to 

further develop representative execution. The review 

demonstrated that OCBs decidedly influence worker 

execution in the development business. 

According to (Garg, 2019), Albeit elite execution work 

rehearses (HPWPs) are considered to have a solid impact 

over authoritative execution, analysts are not consistent with 

regards to the specific system through which the effect of 

HPWS rises above to hierarchical execution. The motivation 

behind this paper is to investigate two illustrative hypotheses 

(work attributes hypothesis and mental effect hypothesis) of 

HRM and inspect their conceivable intercession impact on 

the connection among HPWPs and hierarchical execution. 

 

 

 

 

 

Table 1: Insights for Organizational Culture and its influence onOCB 
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Linkage of Organizational Culture & Organizational 

Citizenship Behavior 

(Rita et al., 2018) Strong Organizational Responsibility, 

seen from the emotional, sane, and regulating components 

can improve Organizational Citizenship Behavior, reflected 

from the parts of altruism, honesty, sportsmanship, kindness, 

and urban prudence. 

(Yaseen et al., 2015) the study focused on approving 

organizational culture as an important indicator of 

organizational citizenship behavior likewise includes 

scholastic files. Their investigation gave another 

measurement in breaking down the predecessors of OCB 

including OC, SI and IJ, henceforth consolidating new belief 

systems incomprehension of the build. 

(Coyne & Ong, 2007), revealed that Segment factors of 

OCB identified with turnover goal across societies and the 

measure of OCB displayed is affected by culture. These 

discoveries highlight the commitment of OCBs to 

authoritative execution, accepting turnover as contrarily 

affecting organizational execution. 

(Vijayakumar & Padma, 2014), Adhocracy and pecking 

order societies show a direct specific effect on certain ID 

modes. Moreover, show the direct unfavorable result on the 

other three strategies for conspicuous verification. Clan 

culture shows a weak tendency, Market culture shows no 

impact certain recognizable proof. 

(Mohanty & Rath, 2012), It might be determined that 

particular part connect with the Culture rehearsed in a 

Workplace and which have a ton to do with Organizational 

Citizenship Behavior among the workers. And furthermore 

observed that Organizational Culture is determinedly 

recognized emphatically with the parts of Organizational 

Citizenship Behavior. 

(Pham et al., 2018), this study discussed that directing part 

of the green authoritative culture at the impact of green 

preparation on OCBE is clarified. It helps representatives to 

apply their skills and abilities in the natural exercises 

discretionarily and effectively. 

(Wambui, 2018), found that organizational culture is a 

contributing variable in deciding worker's hierarchical 

responsibility which is emphatically identified with worker 

performance. Managers and pioneers were prescribed to 

foster a solid culture in the association to improve the work of 

the employees. 

 

(Ebrahimpour et al., 2011) have talked about the 

association between genuine culture and OCB. They have 

isolated the indications of different evened out culture into 

social and fundamental pointers. Thinking about the signs of 

culture in the Organization (Robbins) and OCB (Batman and 

Organ), the reasonable examination model was formed. 

The hypotheses of the study 

1. There is a positive and direct connection between 

managing change and OCB. 

2. There is a positive and direct connection between 

achieving goals and OCB. 

3. There is a positive and direct connection between 

coordinated Teamwork and OCB. 

4. There is a positive and direct connection between 

customer Orientation and OCB. 

5. There is a positive and direct connection between 

cultural Strength and OCB. 
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Figure 1: Research Model 

 

Data Analysis 

 

Common Method Variance 

 (Podsakoff et al., 2003) utilized Harman's single-factor 

method to check for normal technique inclination prior to 

continuing on to PLS-SEM examination. The greatest 

difference depicted by the principal factor was 43.34 percent 

of the general change, which was not exactly the proposed 

50% limit (Podsakoff et al., 2003). Accordingly, normal 

strategy inclination didn't hinder our exploration. 

III. Methods  

Data collection utilized for this examination study is 

controlled utilizing an overview with five-point Likert scales. 

A google structure for the poll was utilized for the 

information assortment from IT representatives passed on by 

an introductory letter. At primary, the link was directed to 

some IT employees for the pilot survey. After some days, the 

link was distributed to IT professionals.  A conceptual model 

framework is projected for gaining insights and linkage 

between organizational culture and OCB. Grounded on the 

planned framework as publicized in Figure 1, an instrument 

directed in English was implemented from the former 

research to collect data to assess the hypotheses.  

 

 

IV. Results and Discussion 

To ascertain the halfway relapse relations in the estimation 

and underlying model PLS-SEM,(Hair et al., 2011), 

(Mateos-Aparicio, 2011) has been applied. 

Measurement Model 

Dependability and legitimacy will be viewed as while 

assessing the estimation strategy. Composite reliability was 

utilized to survey inner consistency constancy, while external 

loadings were utilized to evaluate marker dependability. 

Moreover, average variance extracted (AVE)  was utilized to 

evaluate united legitimacy (Hair Joseph, Jr., Hult G. Tomas 

M., Ringle Christian, 2017). Table 2 shows that all composite 

construct reliability above the recommended benchmark of 

0.7 (Gefen et al., 2000), and all AVE has its value more than 
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the wishful value of 0.5. (Bagozzi & Yi, 1988). 

  

Items with outer loadings of under 0.4 were eliminated as 

markers. Things with outer loadings of 0.4 to 0.7 ought to 

possibly be eliminated if they could bring about an expansion 

in CR and AVE past the predetermined edge esteem.(Hair 

Joseph, Jr., Hult G. Tomas M., Ringle Christian, 2017). 

 

 

 

 

Table 2: Result of Measurement Model 

Construct 
Indicato

r 
Loading rho_A CR AVE 

Achieving Goals AG01 0.849 0.780 0.871 0.692 

 

AG02 0.855 

   

 

AG03 0.791 

   
 

     Customer Orientation CO01 0.899 0.855 0.903 0.757 

 

CO02 0.902 

   

 

CO03 0.807 

   
 

     Cultural Strength CS01 0.845 0.852 0.907 0.765 

 

CS02 0.900 

   

 

CS03 0.878 

   
 

     Coordinated Teamwork CT01 0.846 0.805 0.882 0.714 

 

CT02 0.879 

   

 

CT03 0.808 

   
 

     Managing  Change MC01 0.848 0.782 0.866 0.684 

 

MC02 0.786 

   

 

MC03 0.845 

   
 

     Organizational Citizenship  OCB1 0.810 0.911 0.926 0.581 

Behavior (OCB) OCB2 0.763 

   

 

OCB3 0.789 

   

 

OCB4 0.777 

   

 

OCB5 0.762 

   

 

OCB6 0.740 

   

 

OCB7 0.796 

   

 

OCB8 0.709 

     OCB9 0.707       

 

Table 3: Fornell and Larcker criteria 

  AG CT CS CO MC OCB 

Achieving Goals (AG) 0.832   

 

      

Coordinated Teamwork (CT) 0.448 0.845 

    Cultural Strength (CS) 0.565 0.543 0.875 

   Customer Orientation (CO) 0.503 0.414 0.613 0.870 
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Managing Change (MC) 0.463 0.46 0.552 0.501 0.827 

 Organizational Citizenship Behavior 

(OCB) 
0.703 0.583 0.745 0.676 0.599 0.762 

 

The outcome from Table 3 shows that all develops grant 

the Fornell and Larcker standards. In this way, it shows that 

there is no discriminant legitimacy issue. The 

Heterotrait-Monotrait proportion of relationships (HTMT) 

strategy was utilized to test discriminant validity (Henseler et 

al., 2015). As seen in Table 4 , All HTMT readings were less 

than the HTMT 0.90 threshold (Gold et al., 2001). In outline, 

the estimation model showed satisfactory united and 

discriminant validity. 

 

 

Table 4: Heterotrait-Monotrait ratio of correlations (HTMT) 

  AG CT CS CO MC OCB 

Achieving Goals (AG) 

      Coordinated Teamwork (CT) 0.565 

     Cultural Strength (CS) 0.696 0.654 

    Customer Orientation (CO) 0.618 0.501 0.723 

   Managing Change (MC) 0.588 0.583 0.667 0.612 

  Organizational Citizenship Behavior 

(OCB) 
0.837 0.679 0.845 0.766 0.708   

 

 

Structural Model  

The issue of collinearity was at first analyzed while 

concentrating on the primary model. The Variance Inflation 

Factor (VIF) values comes within 1.448 to 2.416, which are 

all underneath the 3.33 measure (Diamantopoulos & Siguaw, 

2006), showing that this model has no major collinearity 

issues. 

Then, using the bootstrap re-sampling methodology, the 

strength of the presented hypotheses was determined (320 

resamples). Two hypotheses regarding direct links were not 

validated in Table 4. 

Research results exhibited that Overseeing Change, 

Achieving Goals, Coordinated Teamwork, Customer 

Orientation and Cultural Strength emphatically connected to 

OCB, with (β=0.117, t= 2.57, p<0.05), (β=0.304, t= 5.95, 

p<0.05), (β=0.138, t= 0.049, p<0.05), (β= 0.228, t= 4.697, 

p<0.05), and (β= 0.296, t= 4.54, p<0.05), respectively.  

 

 

Table 5: Hypothesis Testing of Relationships 

Hypothesis Relationship 

Std. 

beta 

Std. 

Error t-value 

P-valu

e Decision 

H1 Achieving Goals -> OCB 0.304 0.052 5.953 0.000 In Support 

H2 

Coordinated Teamwork -> 

OCB 0.138 0.049 2.837 0.005 In Support 

H3 Cultural Strength -> OCB 0.296 0.065 4.537 0.000 In Support 

H4 

Customer Orientation -> 

OCB 0.228 0.048 4.697 0.000 In Support 

H5 Managing Change -> OCB 0.117 0.046 2.573 0.010 In Support 

 

Next, the R² Coefficient of Determination was investigated 

0.738% variance of OCB was conjointly explained by the 

constructs - Managing Change, Achieving Goals, 

Coordinated Teamwork, Customer Orientation, and Cultural 

Strength.   

Furthermore, (Sullivan & Feinn, 2012) brought up that the 

p-value alone doesn't reveal the impact size. Cohen's (J., 1988) 

strategy was utilized to compute the impact size, with upsides 

of 0.35, 0.15, and 0.02 demonstrating a major, medium, and 

little impact size, individually. 

Meanwhile, achieving goals supported a large effect 

(.0.220) and cultural strength carried (0.151) in producing R² 

for OCB. While in explanation of OCB, managing change 

(0.032), coordinated teamwork (0.048), customer orientation 

(0.108) indicated medium effect size.  

Finally, Stone-Q2 Geisser's was used for predictive 

relevance (Geisser, 1974). The Q2 level of OCB is 0.420 

which is higher than 0. As a result, the model proved to be 

sufficiently predictive. 

 

V. Discussion 

This study attempted to be familiar with the variables 

impacting the authoritative culture on OCB. To determine 

this issue, an investigation model was made to obtain an 

unrivalled cognizance of the impact of various leveled 

culture and OCB in the IT Sector of India. The outcome 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 124 
 

showed that the connection between legitimate culture and 

OCB was basic. This outcome facilitated that OCB was 

affected by definitive culture.(Laihad & Retnowati, 2018) 

stated that organizational culture that focuses on security and 

wellbeing, group arrangement, meticulousness, and great 

correspondence examples will improve instructor conduct in 

enduring, and perform errands more than anticipated. 

Organizational culture has a direct impact on OCB. (STONE, 

1974) clarified that a solid organizational culture can't urge 

workers to improve their exhibition and not have the option 

to change their conduct towards the association. 

VI. Implication 

Experts and top management can take advantage of the 

acquaintance and data shown in this research study, 

particularly in framing policies and guidelines related to 

organizational culture.  Employees will be benefitted by 

adopting organizational culture because organizational 

culture can positively impact OCB. HR managers must be 

focussed on framing motivational tools and best 

organizational culture to make Organizational citizenship 

behavior of employees in a high way as OCB is having a lot 

of significance of employees, employers and organization. 

VII. Conclusion 

The research study the findings of the organizational 

culture on OCB. The consequences show that all the elements 

of organizational culture have significance on OCB.  OCB 

has crucial influence on establishments usefulness in 

enhancing employee motivation and gratifying 

establishments set purposes.  Employees can feel 

comfortable conducting OCB, and organizations can feel 

comfortable encouraging their employees to do so as well. 
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The Impact of Human Resource Management 

Practices on Employee Retention 

 
Lwin, N.N   

Horizons University, Paris 

 

Abstract 

Human resource management practices become the major issues for all organizations because the human workforces are the 

great assets of both manufacturing and services sectors. Effective HRM practices bring the organizational benefits, 

including profitability, reputation, and employee retention. Employees’ retention is the significant business problem for all 

companies. The current study focuses on the HRM practices, and its impact on employees’ retention at cement 

manufacturing factories in Myanmar. The results show that HRM practices have a significant direct impact on employees’ 

retention. 

 

Keywords 

Human Resource Management Practices, Employees’ Retention, Cement Factories, Myanmar 

 

INTRODUCTION 

Human resource management is an essential consequence of 

beginning and growing a business [1]. The practices, 

procedures, and policies that influence employee behavior, 

performance, and retention are referred to as human resource 

management (HRM). Talent acquisition, training and 

development, rewards and recognitions, performance 

management, and health and safety are the five important 

Human Resource Management practices. Talent acquisition 

has a statistically significant impact on the intention to stay 

[2]. Talent acquisition plays an essential role in retaining 

talented staff in every organization. HRM practices include 

training and development, in which companies spend on the 

growth of their employees' knowledge, skills, abilities, and 

other essential capabilities in order to increase production [3]. 

The intention of an employee to stay in the organization is 

strongly linked to training and development. The reward and 

recognition policies have a big influence on whether 

employees would like to stay [4]. When employees are 

satisfied with the regular incentive and recognition package 

provided by the organization, they are more certain to choose 

to stay in the job and enhance extra-role performance.  

Performance appraisal has a strong connection to the 

intention to stay [5]. A lack of performance appraisal has a 

negative impact on employee motivation and contribute to 

employee turnover intentions [6]. Therefore, performance 

appraisal is an important part of HRM practices that might 

influence employee retention. The safety literature defines 

safety climate as a collection of beliefs and expectations that 

employees have about their workplace's safety [7]. 

Organizations have used human resource practices to 

improve their performance, productivity especially in terms 

of retention. A well-structure HRM practices assist to keep  

 

 

 

 

the employee in the organization and also lower the turnover 

rate. 

HRM practices are an organization's most valuable asset 

because they are the source of competitive advantage. Once 

employees are satisfied with the job, they will be more 

committed to their work and the organization, and their 

performance, productivity, and desire to stay with the 

organization will all grow. Employees typically leave due to 

job dissatisfaction, a lack of supervisory help and feedback, a 

lack of training and development, and inefficient pay [8]. 

Employee retention is critical for the firm's economic success 

since an organization may devote more time to creating and 

less time to training them [9]. Employees may have a positive 

or negative attitude toward individual work duties, products 

or services, colleagues or management, or the organization in 

the workplace. Employee retention is critical for every 

organization's long-term growth and success. Organizations 

today must compete not only with external competitors, but 

also with internal employee retention. 

 

 

 

 

 

 

 

 

 

 

 

Figure (1): Conceptual Framework 

 

MOTIVATION OF THE STUDY 

Most of the organizations are incorporating HRM practices 

into their operations because of the positive impact HRM 

practices have on employee retention. Retention is a complex 

aspect of an organization’s human resource practices. 

Employee retention is one of the most difficult challenges 

HRM Practices 

Talent Acquisition 

Talent Development 

Health and Safety 

Reward System 

Employees’ 

Retention 
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that any organization has, resulting in a higher employee 

turnover rate. Both excessively high and low turnover rates 

have a negative impact on the organization’s success and 

productivity [10]. Employers must develop a workplace that 

supports performance, productivity, and retention in order to 

face the challenge of achieving a competitive edge. 

Employee retention depends on management/leadership 

abilities and human resource strategies. 

Myanmar, being a developing country, is taking a long time 

to adapt to Human Resource Management practices in the 

workplace. Manufacturing industries get a significant 

competitive advantage in the current environment by 

implementing effective human resource practices. The 

implementations of excellent HRM practices can assist the 

employee retention effectively. This article highlights in 

manufacturing sectors that use HRM practices and how their 

employee retention is influenced by it. 

 

OBJECTIVES OF THE STUDY 

i. To define the employees’ perception on HRM 

practices, and 

ii. To analyze the impact of HRM practices on 

employees’ retention among the employees at 

Cement Manufacturing Industry in Myanmar. 

 

STATEMENT OF METHODS 

The purpose of current study is to analyze the impact of HRM 

practices on employees’ retention at Cement manufacturing 

industries in Myanmar. The quantitative research method is 

carried out to accomplish the research objectives. The 

conduct organizations are cement manufacturing industries 

where a minimum of 200 staff are employed. The researcher 

selected randomly three factories and send the request letter 

to get an allowance of research. A total of 700 employees are 

working at selected industries. The sample size is calculated 

using Yamane’s formula (known population size). A total of 

255 employees need to take part in current study. The sample 

random sampling method is used to select the sample from 

the population frame. The data are collected using the 

self-administered questionnaire which composed of (1) 

socio-demographic factors, and (2) HRM practices and 

employees’ retention questions. The second part is developed 

from previous related articles. Talent acquisition, training 

and development, health and safety at work, and reward 

system are independent variables, and the employee’s 

retention is dependent variables. The data are analyzed using 

the SPSS software.  

 

RESULTS 

The collected data are transferred from the hard-copy 

questionnaire to Microsoft Excel sheet, and then, code and 

enter the statistical software (SPSS-version 25). The 

frequency tables, descriptive statistics, and inferential tests 

are used. 

Table (1) shows that 61.2% of respondents are male, and 

38.8% are female workers. Over half of the respondents 

(62.7%) aged 24 to 29 years, 31% aged 30 to 35 years, and 

only 6.3% aged between 36 and 41 years. 

Table (1): Personal Factors of Respondent  

Table (2) presents the descriptive statistics of HRM practices 

and employees’ retention. The average mean score of HRM 

practice is 0.382, and standard deviation score is 0.76. The 

took part employees have positive perception on the HRM 

practices (talent acquisition, talent training, health and safety 

policy at work, and organizational reward system). However, 

the respondents point out the organization is weak in 

employees’ training and monetary reward systems. The 

cement factories need to emphasis in planning staff training 

and development programs, including the health and safety 

training at work. 

Table (2): Descriptive Statistics 

 Mean 

Std. 

Deviatio

n 

Talent Acquisition    

Selecting the right people for the 

right positions.  
3.91 0.63 

Forecast the human resource 

needs. 
3.76 0.74 

Providing relevant and adequate 

job information. 
3.94 0.67 

Fair recruitment 3.91 0.74 

Transparent planning and 

recruitment 
3.90 0.77 

Talent Training      

Identifying needs for training 3.95 0.74 

The right person at the right job 

after the training. 
3.92 0.68 

Plan for the training programs. 3.75 0.79 

Training includes general 

problem-solving skills, social 

skills, and broad information 

3.77 0.78 

Encouraged to participate in 

various seminars 
3.84 0.74 

Health and Safety at Work     

Effective occupational health and 

safety policy 
3.84 0.73 

Implement occupational health 

and safety policy 
3.81 0.84 

 Frequency Percent 

Gender 

Male 156 61.2 

Female 99 38.8 

Age 

24 to 29 

 years 
160 62.7 

30 to 35  

years 
79 31.0 

36 to 41  

years 
16 6.3 
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Proper channels for reporting 

safety concerns 
3.85 0.79 

Committee for safety and health 

training 
3.55 0.88 

Comprehensive training regarding 

work place health and safety issues 
3.65 0.83 

Rewards System     

Fair rewards and recognition 3.82 0.77 

Monetary rewards for performance 

are fair 
3.84 0.75 

Satisfied with the monetary 

rewards 
3.75 0.82 

Excellent monetary rewards 3.86 0.74 

Fair non-monetary rewards 3.82 0.79 

Average HRM practice  3.82 0.76 

 

Table (3) shows the correlation between HRM practices and 

employees’ retention. According to results, HRM practices 

(talent acquisition, talent development, health and safety and 

reward system) have positive significant impact on the 

employees’ retention (Pearson’s r = .590, .655, .658, and .807 

respectively). The results approved that the employees’ 

retention will increase when the organization provides 

effective HRM practices.  

 

Table (3): Pearson’s Correlation between HRM practices and 

Employees’ Retention 

Correlations 
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**. Correlation is significant at the 0.01 level 

(2-tailed). 

 

DISCUSSION AND CONCLUSION  

The findings of current study concluded that the employees 

have positive perception on organizational HRM practices at 

cement manufacturing factories in Myanmar. The HRM 

practices have a direct significant impact on the employees’ 

retention. The employees will stay in the current working 

organization for long time when they perceive positive 

organizational HRM practices. The HRM practices become 

the primary causes of employees’ motivation, satisfaction 

and also the retention. Employees’ retention reduces the extra 

business costs, and increase the profitability. Kakar, 

Palwasha, Abdul Raziq, and Faisal Khan supported the 

findings of current study. The authors found that the positive 

impact of HRM practices on employees’ retention. The 

employers and managers need to emphasis on implementing 

effective HRM practices to achieve employees’ retention. 
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Employees Job Satisfaction and Retention at 

Workplace 
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Abstract 

All companies rely on effective management of human resource. Satisfied employees are the backbone of the business. 

Dissatisfied workers intended to leave the job as early as possible, or change to other workplace or professionals. The 

increase rate of employees’ turnover becomes the thread for all organizations. The employees’ satisfaction and retention link 

directly with each other. When the employees satisfy their jobs, they become motivate, and stay in organization for 

long-term. The satisfied workers are the great assets and also the retention reduces the extra costs of recruitment, selection, 

and training. The current study analyzes the employees’ satisfaction and retention among the middle-level management 

employees at Sugar factories in Myanmar. 

 

Keywords 

Job satisfaction, Employee retention, Middle-level Management Employees, Sugar Factories, Myanmar 

 

INTRODUCTION 

In all organizations, human resources are the lifeblood for 

long-term success. Globalization and technology 

advancement have caused many organizations to be more 

competitive. Workers become the major assets for all firms to 

survive and compete. Organizations emphasis on the 

employee’s satisfaction, because the dissatisfied workers quit 

the jobs or move to other professionals. Employees’ retention 

becomes the great issue for all business firms. The 

administrative teams and owners notice the employee job 

satisfaction and retention as the major concerns in getting 

sustainable competitive advantage. Employers attract the best 

talents and also keep employees on the job for a long term 

[1]. Employees stay or leave organizations for many reasons, 

including the personal and professional issues. Employees 

who are happy with their jobs are more dedicated and work 

for an organization’s growth. If employees satisfy at their 

jobs, then they will stick and work for the organization.  

Workplace satisfaction is defined as a combination of 

positive and negative feelings about one's work. Job 

satisfaction is a measure of how realistic expectations are 

compared to actual rewards. Job satisfaction can also be 

defined as an individual's general attitude toward her or his 

particular occupation [2]. Particular job satisfaction has a 

significant influence on employee commitment, turnover, 

absenteeism, tardiness, accidents, and grievances [3]. 

Employees who are dissatisfied with their jobs are more 

likely to be absent [4]. Job satisfaction is a critical component 

of employee retention, which can only achieve by making 

employees physically and psychologically comfortable. 

Employees’ Job satisfaction plays a vital role in organization 

success. There are many factors that effects Employee Job 

Satisfaction.  

(i) Compensation: Compensation refers to the bonuses given 

to employees in order to provide them with financial benefits. 

At workplace, the salary becomes the primary factor of  

 

 

employees’ motivation and satisfaction [5]. The high-pay 

employees satisfy and perform their tasks well compared 

with low-paid employees.  

(ii) Job Content: The prolong working hours and complex 

and complicated job contents lead the employees to be 

dissatisfied and intention to leave the job as early as possible. 

Job autonomy is a decisive factor in job satisfaction and 

retention. 

(iii) Supervision: Employees' perceptions of an organization 

are influenced by their relationship with their supervisor. 

Supervision must be fair and consistent. Supervision results  

present or absent of employees from job.  

(iv) Job Promotion and Career development: The lack of 

promotion and training possibilities drives brilliant 

employees to leave the company [6].  

(v) Supportive environment: Employee satisfaction and 

retention influence by a pleasant work environment [7]. A 

supportive workplace is defined as a flexible environment in 

which working is joyful and adequate resources are 

available.  

Employee retention refers to keeping or encouraging 

employees to stay with a company for as long as possible. 

Employee retention is becoming more challenging as the skill 

pool becomes increasingly depleted. The high turnover of 

employees in the organization increases the cost of hiring 

new workforce and decreases the productively. An 

organization can gain the competitive advantage because of 

keeping of qualified, productive and loyal work force [8]. 

Employee retention is often viewed as a factor that results in a 

company's financial performance [9]. Increased turnover has 

an indirect cost as a burden on the existing personnel, a loss 

of human capital, and low morale. The current study aims to 

analyze the impact of employees’ satisfaction on employees’ 

retention among the middle-level management employees at 

Sugar factories in Myanmar. 
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Figure (1): Conceptual Framework 

 

MOTIVATION OF THE STUDY 

Human resource management becomes a crucial component 

of the organization's success. Best employees are regarded as 

the most valuable assets in today's world, and they influence 

organization performance. Potential and enthusiastic 

employees are the most important assets in any firm to 

accomplish organizational goals and maximize profits. The 

turnover raises cost and decreases the organization's 

productivity and efficiency. The aim of this paper is to find 

out the factors like job context, compensation, supervision, 

career development and supportive environment of the work 

that effect the level of job satisfaction.  

 

OBJECTIVES 

1. To identify the factors of employees’ satisfaction at 

work,  

2. To define the employees’ retention factors at work, 

and  

3. To analyze the correlation between employees’ 

satisfaction and retention among the middle-level 

management employees. 

 

STATEMENT OF METHODS 

The quantitative research method is used to conduct the 

current study. Targeted population of current study is middle 

level management employees who are currently working at 

sugar manufacturing factories in Upper Myanmar. The 

middle management employees’ turnover is noticeable 

during these years. The middle management workers are the 

important employees because they work as the communicator 

between high-level management teams, and low-level staff. 

According to organizational census data, the total number of 

middle managers who have a minimum of three years’ 

working experience is 159. Yamane’s sample size calculation 

formula is used to estimate the minimum sample size of 

current study [10]. According to Yamane’s formula, the 

minimum sample size is 114. The sample is withdrawn using 

the sample random sampling method. The data are collected 

using the self-reported questionnaire form which is 

composed of two sections: section (1) personal factors of 

respondent, and (2) employees’ satisfaction and retention 

questions. The section two questions are five-point Likert 

scale questionnaire (1 = Totally disagree, to 5 = Totally 

agree). The section two is developed through previous 

literature sources. The compensation, job content, promotion, 

supervisor support, and the supportive working environment 

are the independent variables, and the employees’ retention is 

the dependent variable. The reliability is measured using 

Cronbach’s alpha test. The collected data are analyzed using 

the statistical software called statistical package for 

social-science software (SPSS version 25). The descriptive 

and inferential tests are used to answer the research 

objectives.  

 

Results 

A total of 114 middle-level management employees took 

part. The reliability score achieves 0.925 (Cronbach’s alpha 

score) which shows that the applied questionnaire is reliable. 

Over-half of respondents are female workers (53.5%), and 

the remaining proportion (46.5%) are male. 55.3% of 

participants aged less than or equal to 30 years, 24.6% aged 

31 to 40 years, and 20.2% aged 41 to 50 years. Most 

respondents have 3 to 5 years working experience (62.3%) 

(table 1).  

Table (1): Personal Factors of Respondent  

Personal Factors of Respondent 

 Frequency Percent 

Gender Male 53 46.5 

Female 61 53.5 

Age 30 years and 

below 

63 55.3 

31-40 years 28 24.6 

41-50 years 23 20.2 

Working 

Experience 

Between 3 - 5 

year 

71 62.3 

Between 5 - 7 

year 

21 18.4 

More than 7 

years 

22 19.3 

 

Table (2) presents the descriptive statistics (mean, and 

standard deviation) of compensation, job content, promotion, 

supervisor’s support, and supportive working environment. 

The results show that all the factors impact the middle-level 

management employees at sugar factories. Among these 

factors, job promotion factors, fair payment systems, job 

tasks, supervisor support, and mutual respect at work achieve 
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high mean score and represent that the middle-level 

management employees are satisfied with these factors at 

work. For employees’ retention, the retirement benefits have 

a high level of impact on employees’ intention to stay. When 

employees achieve workplace fair payment systems, equal 

workload, job promotion, supervisor’s supports, and 

effective teamwork, they satisfy their works. The 

achievement of retirement benefits impact on their 

desire-level of retention.  

 

Table (2): Descriptive Statistics 

Descriptive Statistics 

Variable Mean Std. Deviation 

Compensation 
  

Monthly Salary 
3.70 .77 

Benefits from work 
3.60 .96 

Fair Payment System 
4.07 .84 

Bonuses for excellent performance. 
3.88 .86 

Experimental Rewards 
3.78 .85 

Job Content 
  

Working Hours 
3.58 .84 

Job Tasks 
4.07 .84 

Autonomy 
3.46 .88 

Recognition for accomplishment  
3.78 .89 

Flexible working periods  
3.58 .84 

Job Promotion and Development 
  

Opportunities of job promotion  
4.07 .84 

Additional Training  
4.07 .85 

Opportunities to learn new skills 
4.05 .91 

Ability to utilize skills and talents 
4.07 .84 

Promotion based on performance 
4.06 .92 

Supervisor 
  

Fair Treatment from supervisor 
3.49 .91 

Supervisor's Encouragement 
3.66 .84 

Supervisor's sharing job information 
4.09 .84 

Discussion problems with supervisor 
4.00 .94 

Receive useful and constructive feedbacks from supervisor  
4.00 .95 

Supportive Environment  
  

Effective Team Work 
3.50 .88 

Solve problems, and meet operational goals 
3.51 .66 

Mutual Respect at work 
3.77 .62 
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Same workload with co-workers 
3.74 .64 

Supportive with each other 
3.74 .66 

Retention  
  

Stay for career advancement 
3.78 .64 

Retirement Benefits 
3.86 .65 

Regular increasing salary 
3.64 .73 

Opportunities to apply skills, experiences, and education  
3.73 .62 

Receive recognition and rewards systems 
3.81 .68 

 

Table (3) approves the significant positive correlation 

between employees’ satisfaction, compensation, job content, 

job promotion, supervisor’s support, and supportive 

environment. When the employees achieve both monetary 

and non-monetary compensation, fair job contents (working 

time, tasks), regular promotion, supervisor’s recognition, and 

support, and effective teamwork, they will satisfy at work. 

The employees’ satisfaction and retention are positively 

correlated (Pearson’s r= 0.310, p-value = 0.001). There is a 

significant impact of employee satisfaction on employee 

retention. The result means that employees will stay for 

long-term when they satisfy at work.  

 

Table (3): Pearson’s correlation  

 

Satisfaction 

 Pearson Correlation 

Sig. 

(2-tailed) 

Compensation .894
**

 .000 

Job Content .877
**

 .000 

Job Promotion .879
**

 .000 

Supervisor’s 

support 

.872
**

 .000 

Supportive 

environment 

.486
**

 .000 

Retention .310
**

 .001 

Correlation is significant at the 0.01 level (2-tailed). 

 

DISCUSSION AND CONCLUSION  

The findings of current study show that the employees’ 

satisfaction is positively linked with compensation (monetary 

and non-monetary benefits), job contents, opportunities for 

job promotion and personal development, supervisor’s 

supports, and the supportive working environment. In 

addition, this study found that the employees’ satisfaction has 

a positive impact on employees’ retention at Sugar factories 

in Myanmar. The results are in line with the study by Biason 

where the research approved the positive significant impact 

of compensation, job contents, job promotion, supervisor’s 

support, and supportive working environment on employees’ 

job satisfaction [11]. The author concluded the direct impact 

of employees’ satisfaction on the employees’ retention. 

According to findings, the management teams, employers, 

and managers should emphasis on the employees’ 

satisfaction as the underlying factor of staff’s retention. The 

satisfied workers are the great assets for all organizations, 

and the employees’ retentions show the organizational 

positive image, brand reputation, and also reduce the 

recruitment and selection costs. 
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Abstract 

The COVID-19 outbreak has brought substantial disruption to life and many sectors at one stroke. The pandemic has forced 

the closure of three basic levels of education (primary, secondary and tertiary) across the world, teaching and learning 

activities then shifted to an entirely online environment. The unusual challenges of whether instructors were adequately 

prepared in terms of their capability in delivering their lessons from traditional to e-learning and their intent to continue after 

COVID-19 faded prompted the researchers to conduct this study. As a result, this study seeks to extend the reliability of 

Technology Continuance Theory (TCT) constructs and explore the factors that influence the acceptance and continuity of 

learning management systems (LMS) used by Business Administration, Accounting, Marketing, Social Science, 

Entrepreneurship, and related instructors during the COVID-19 pandemic. A total of two hundreds and nine responses 

collected through online surveys among university and college and senior high schools’ instructors in the targeted that 

exploiting LMS during Covid 19 new normal. Modeling and structuring approaches with a statistical tool known as 

SmartPLS 3 was utilized. The findings showed that 9 of the 11 hypotheses were supported, with facilitating conditions 

regressing on satisfaction perception being the most strongly supported, followed by the ease of use perception on 

information richness. Future studies are recommended to validate ease of use perception on LMS continuation intent and 

usefulness. In this study, the perception of information richness effects was found to be unsupported. 

 

Keywords 

Marketing instructors, usefulness, ease of use perception, LMS continuance, Philippines, Malaysia 

 

INTRODUCTION 

The World Health Organization (WHO) has recognized the 

onset of COVID-19, a global pandemic. Around the world, 

educational systems were severely impacted, resulting in the 

near-total shutdown of all levels of basic education. The 

WHO designated the COVID-19 outbreak a public health 

emergency of worldwide significance on January 30, 2020. 

As the pandemic spread, several nations, including the 

Philippines, implemented lockdowns during which schools, 

colleges, and other institutions were shuttered. The United 

Nations Educational, Scientific and Cultural Organization 

(UNESCO) reported that as of early April, 1.5 billion 

students were affected by school or university closures across 

the world [1]. In a nutshell, the three basic levels of education 

(primary, secondary and tertiary) around the world have been 

forced to adopt different forms of learning management 

system (LMS) to ensure continuity of teaching and learning.  

However, the temporary closure expected to reduce the 

spread of the disease in the community by breaking down 

main transmission chains [2]. In a way the pandemic 2019 

represents an opportunity for the three basic levels of 

education to expand the use of digital resources in learning 

and teaching [3], [4]. Using the learning management system 

is a significant ingredient in this paradigm change, but this 

pandemic hastened the transition to online learning. With 

most the three basic levels of education embarking on this  

mode, different mechanisms and approaches have been 

adopted to ensure that online teaching and learning is feasible  

and efficient during this pandemic time [5]; [6].  

The value of the LMS ensures an effective transition in the 

three basic levels of education to a more sustainable teaching 

and learning environment. Learning management systems is 

an alternative for those who want to move from classroom to 

online learning [7]; [8], [9]. Learning management system 

enables learners to access interactive lessons, exchange ideas 

with their teachers, compile course materials, take online 

exams, and send classroom assignments [10]; [11].  

Several recent articles related to adoption learning 

management systems during Covid 19 pandemic stated that 

the current era of COVID 19 has revolutionized online 

education to a greater extent [12]; [13], also suggested that 

the usage LMS could be an integrated contentious mode of 

teaching and learning in all the levels of education after the 

crisis [14]; [15]; [16].  [17], all the E-learning platforms used 

by the respondents are free of charge, still, students have 

encountered problems like lack of resources, difficulty of 
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Wi-Fi connection, and lack of training among the students 

and faculty members. this study recommends professional 

development workshops for both faculty members and 

students and preparation of advanced lessons, slide 

presentations, and examinations per unit to cope with the 

prescribed number of hours set by the Commission on Higher 

Education (CHED). It is also expected that this action 

research would serve as a future guide for conducting an 

in-depth study using a structured interview to validate its 

findings.  

Despite the forceful usage of learning management imposed 

on schools, colleges and universities in the Philippines due to 

the Covid 19 crisis. Though studies indicated that some 

schools, colleges and universities already using different 

forms of LMS partially used before the occurrence of the 

pandemic [7]; [11]. Studies suggested that some instructors 

were struggling to familiarize with different types of LMS 

plate-form like Canvas, Google classroom, Moodle and 

others to enhance learning and teaching in all the levels of 

education in the amidst of pandemic. This lead to subject 

mattered, if some not finding it interesting, there is tendency 

of discontinuity in the future among the teachers. Thus, 

intend to investigate intention to continue usage of LMS 

particularly google classroom which involved google meet 

for the virtual teaching and learning.  

Besides, [18] the technology continuance theory (TCT) is a 

combination of three most utilized theories in the study 

associated with Technology and information system. The 

three combined included technology acceptance model 

(TAM) [19], expectation confirmation model (ECM) [20], 

and cognitive model (COG) [21]. TCT is known as a 

three-level model with IS continuance intentional as being 

the finalized dependent variable. TCT consists of satisfaction 

and attitude as main construct, and confirmation, perceived 

usefulness, and perceived ease of use suggested as three 

levels of antecedents, almost of the hypotheses suggested in 

TAM, ECM, and COG actually included in TCT [18] 

suggested. 

LITERATURE 

Technology continuance theory [18] stated that user’s 

satisfaction could be defined as the function of expectations 

and disconfirmation. The study added that an individual’s 

behavioral intention can be initially defined as a function of 

attitude, and later is a function of satisfaction, attitude, and it 

plays a larger role in determining intention for the short-term 

users. Confirmation formed when the performance after 

usage is greater than or equal to the prior expectation in the 

use of a specified technology, confirmation reflects the 

realization of expected value, which in turn increases levels 

of intention to continue usage of such technology [18]. 

Rahim [22] corroborate perceived usefulness, ease of use, 

satisfaction, and attitude. Furthermore, by combining 

satisfaction and attitude into a single construct, TCT 

contributes to the debate over users' continued adoption. The 

study found that users' satisfaction, as one of TCT's attributes, 

is an important factor that can be used to improve continued 

usage of a specific technology. Similarly, Tsai et al. [23] 

study used the theory of continuance [18] to justify the 

influences of system usability and user satisfaction regarding 

intention continued use, concluded that continuance use 

could be determined by the perceived usefulness and 

perceived compatibility in relation to satisfaction level. 

According to Baticulon, Ronnie, Reyes, et al. [24], the most 

frequently encountered barriers during online education in 

the midst of the COVID-19 pandemic were difficulties 

adjusting learning styles, responsibilities of working 

remotely, and poor communication between educators and 

learners. Observations such as technology accessibility, 

information accessibility, and good communication, 

especially between instructors and students, should be among 

the most concerning [25].  

Pokhrel [26] present a thorough analysis of the COVID-19 

pandemic's influence on online teaching and learning of 

various articles, as well as recommendations for the future. 

The study suggested looking into how to use the facilitating 

elements and how to prevent wastage of resources and 

information. Likewise, as non-traditional students and those 

looking to improve their skill sets search for ways to study on 

the job, Felix [27] suggests that universities should closely 

investigate certificate and virtual route systems. The findings 

supported the idea that colleges can use a combination of 

physical and online resources to expand their student pool. 

Furthermore, Ploj et al [28]’s study concluded that 

organizational support, perceived ease of use, and attitude 

toward online learning are not good markers of long-term 

intention to use information technology after the lockout ends, 

but usefulness and satisfaction are. Thus, there is 

inconstancies in difference studies. Thus, there is a need to 

justify the actual facts about the dimensions of perceived ease 

of use and usefulness of LMS and satisfaction 

According to Croucher's [29] investigation, there will be an 

increase in students' acceptance of online education in the 

future as a result of various schools' moving from 

campus-based to online delivery, and thus the experience and 

benefits of online learning have expanded during the 

pandemic education measures. They also recommended that 

this study and its findings be replicated in other regions in the 

future. 

Aliyyah et al [30] conducted a study on instructors' 

perceptions of online learning in an Indonesian program. 

According to the research, online collaborative learning 

among stakeholders (teachers, parents, and schools) has an 

impact on students' performance as well as their perspective 

of behavioral control in terms of technological preparedness, 

which was considered significant in this study. 

Gillis [31] stated that effective implementation of learning 

materials during transition for students should be considered 

more important than the instructional approach instructors 

utilize. Barriers to the internet and technology were relatively 

widespread. As a result, teachers may believe that integrating 

a learning management system will make it difficult for 

students to gain knowledge. Therefore, the present research 

will focus on justification in the view of the instructors during 
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and after pandemic education. 

The conclusion of research assessing user retention intentions 

toward library self-service technology [32] revealed that 

post-adoption expectations of perceived performance 

influenced library users' inclinations to continue. 

Al-Samarraie [33], explored causal links between these 

variables and e-learning persistence satisfaction. Information 

quality, task–technology fit, system quality, utility value, and 

usefulness are the five key elements. The findings shed new 

light on how higher education institutions can improve 

retention satisfaction and keep e-learning relevant 

Cheng [34] found that perceived ease of use and satisfaction 

are major motivators in generating continued intention in the 

later phases of technology adoption in their research. 

Students' attitudes about LMS use were linked to satisfaction, 

and perceived usefulness had a substantial impact on 

long-term intention and contentment. 

Most of the previous studies involved acceptance of LMS in 

the context of students mostly, and limited studies found 

related to the role of facilitating condition and effectiveness 

of information richness in the relationship with other 

technologic factors towards satisfaction and continuous 

usage of LMS. Thus, there is a need to investigate their 

satisfaction on the technology and experience towards 

continual usage of current adopted LMS or call for change, 

also to suggest most usable among the common LMS that is 

mostly adopted within location of this study. There is a need 

to expand the number of participants by including the three 

basic levels educations educators.  

METHODOLOGY AND RESEARCH MODEL 

With eleven posited linkages, Figure 1 depicts a research 

paradigm for investigating acceptability and continuing use 

of a learning management system (ACULMS) during and 

after COVID 19. In order to support acceptance and 

continued use of LMS, this research model combines three 

important dimensions of [18] 's technology continuance 

model (i.e., perception of satisfaction, usefulness, and ease of 

use) with facilitating conditions from the UTAUT model [35] 

and information richness effects [36]; [37]) study. The 

suggested enabled this study to explore the effectiveness of 

these dimensions on the newly formed conceptual model. 

Furthermore, information richness may serve as a link 

between usefulness and ease of use perceptions of ACULMS 

in a different way, and facilitating factors may impact 

satisfaction. Finally, elements such as the facilitating 

situation and the perception of usefulness may have an 

impact on the satisfaction perception described in this 

conceptualization. 

 

 

Figure 1: Research Model: Technology continuance 

theory [18] 

 

 

HYPOTHETICAL HINTS 

This study recognizes that technological acceptance and 

adoption take place in stages. The behavioral intent variable 

used in the original model was renamed "LMS Continuance 

Intent" to better reflect the context of IS continuation and 

increase the robustness of our findings. Although previous 

research has demonstrated that "intent" is a good match as a 

dependable variable to use. 

External variables such as confirmation and attitude are not 

included due to the fact that they are not supported in studies. 

Finally, this is cross-sectional research that focuses solely on 

technology acceptance and continuance model variables. Fig 

1 of this paper depicts the model. The path assumptions are 

based on the publications and model developed by [18]. 

Thus, the assumptions apply to each of the categories of 

users. 

4.1. Effectiveness of information richness and learning 

management system continuance path dimension 

The environment influences information richness in the 

sense that it has a significant impact on people's behavior. 

When the information presented is enough, it may be used to 

enhance an individual's experience and allow for the 

development of relationships. Reliable information can aid in 

the development of a better teaching–learning environment 

and increase technological engagement [37]; [36]. Students 

prefer to use a learning platform that offers high-quality 

content, and students who report higher levels of satisfaction 

have a more positive outlook on using an online learning 

system [38] and quality of information would be a matter of 

successful online-based teaching [39]. Thus, hypothesized 

that effectiveness of information richness may influence 

learning management system continuance positively (H1) 

4.2. Perception of ease of use and usefulness towards LMS 

continuance intent path dimension 

Perceived usefulness and perceived ease of use are among the 

most important aspects in influencing satisfaction and desire 
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to continue using any given technology, according to the 

philosophy of continuation technology [22]. According to a 

study on the model of forced distance online learning 

preferences' satisfaction and continuance variance in MS 

Teams applications, perceived usefulness is a powerful 

indication of continuum preferences to utilizing information 

technology after the COVID-19 pandemic [28]; [40]).  

Huang [41], previously stated unequivocally that the most 

significant predictive indicators in analyzing information 

technology use are usefulness and ease of use assessment. 

Perceived ease of use and perceived usefulness are important 

factors in assessing technology's efficacy, and both have a 

direct impact on user intention to continue usage of the 

specified. Many investigations have used the TAM major 

factors to investigate intents to embrace new technology in 

various settings, with ease of use and usefulness being key 

factors in their conclusions [42]; [43]). Hence, the following 

hypotheses are suggested: The intent to continue the usage of 

LMS is positively affected by the users’ perception of ease of 

use. (H2) and intent to continue the usage of LMS is 

positively affected by the users’ perception of usefulness 

(H3) 

4.3. Facilitating Conditions and perceived satisfaction 

towards continuance intent path dimension 

Reyes et al [17] Although all the e-learning platforms used by 

the respondents are free of charge, still, students have 

encountered problems like lack of resources, difficulty of 

Wi-Fi connection, and lack of training among the students 

and faculty members. this study recommends professional 

development workshops for both faculty members and 

students and preparation of advanced lessons, slide 

presentations, and examinations per unit to cope with the 

prescribed number of hours set by the Commission on Higher 

Education (CHED). It is also expected that this action 

research would serve as a future guide for conducting an 

in-depth study using a structured interview to validate its 

findings [44]. Thus, hypothesized the following that; 

Facilitating condition may effect on LMS continuance intents 

(H4) and continuance usage of LMS among business 

administration and accountancy instructors may be 

influenced by perception of satisfaction during the trial (H5.). 

Meanwhile, studies reported that technical material and other 

resources such as laptop, smartphones, postpaid internet 

subscription, prepaid mobile data, capable of engaging in 

online learning lead to poor communication between 

educators and learners [45]; [24]). Thus, may results into 

discontinuity of learning management system by the users. 

Hence, this particular study hypothesized that facilitating 

conditions may affect the perception of satisfaction of 

business administration and accountancy instructors to 

continue usage of the specified LMS (H6) 

4.4. Role of usefulness perceived and ease of using towards 

LMS continuance intent 

In a comparative study on the perceptions of instructors and 

students in terms of their intention to accept and continue a 

learning management system, Islam [46] suggest that 

students have more positive perceptions regarding the 

usefulness and compatibility of the LMS than educators. 

According to the survey, student satisfaction was also lower 

than that of instructors. The variation of students' continuous 

intentions, which were explained by satisfaction and 

usefulness, was 12 percentage points lower than that of 

instructors. Similarly, a model tested using statistical data 

from fewer than 160 university students reveals that 

perceived usefulness is the strongest predictor of students’ 

continued intention. The study reported that students’ 

attitudes toward LMS and their satisfaction level exert no 

significant influence on their continuance intention [47]). 

Considering previous studies’ findings, Thus, hypothesized 

in this study that usefulness perceived by business 

administration and accountancy instructors has a link with 

satisfaction perception to continue LMS usage after the 

pandemic (H7) 

In a qualitative study, listed internet connection conditions, 

mode of interaction, communication, motivation, and student 

engagement as hindrances to online learning. On the part of 

the instructors, self-efficacy level, a lack of support, and 

facilitating resources in using technology to teach online 

were suggested as reasons why instructors struggle to deliver 

efficiently [48]. In relation to this publication, this particular 

study hypothesizes that; usefulness of the LMS to business 

administration and accountancy instructors may be linked to 

facilitating conditions(H8) and informative richness effects 

(H9) towards usage of the technology. The usefulness point 

of view was substantially influenced by information system 

quality and self-efficacy, which in turn indirectly affected 

behavioral intention toward adopting technology. Further 

[49] claimed there is correlation between information system 

quality and TAM variables towards the intent to use LMS. As 

a result, it is replicated that ease of use may influence 

usefulness perception (H10). It may also be correlated with 

the informative richness of the aforementioned instructors' 

intent to continue using the specific LMS technology (H11). 

RESEARCH METHODOLOGY 

5.1. Data Collection 

Instructors from business administration, accountancy, 

marketing, social science and entrepreneurship departments 

in the Philippines and Malaysia took part in this study. To 

collect data, a Google form survey was circulated to colleges, 

universities, and senior high schools in Region III of the 

Philippines, as well as two institutions in Johor Bahru, 

Malaysia via social media apps. 

The semester of 2020–2021 was chosen as the study period. 

Data was collected beginning in August 2021 and ending on 

December 23, 2021. The researchers transmitted the link 

using a simple sample data gathering method. The route 

included social media apps such as WhatsApp and the 

Facebook wall among the targets. 

A total of 209 responses were taken into consideration. 

Meanwhile, a minimum of 377 samples is recommended by 

the sample size calculator (Raosoft.com). Because the 

population number is uncertain, a sample size of 20,000 is 
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advised. The calculation was based on a margin of error of 

5% at a 95% confidence level and a 50% response 

distribution. This indicates that a sample size of 209 achieved 

is insufficient. However, studies have claimed that in a 

structural equation modeling investigation, a thumb rule of 

ratio (1:20) for each construct may be considered [50]; [51]; 

[52]. This study suggested six constructs, with a total of 120 

participants being sufficient [51]; [52]. As a result, 209 

participants decided to investigate the instructors' intent to 

continue using LMS in conventional education even after a 

pandemic. 

Furthermore, the most recent theories were utilized and 

modified for utilization in the context of LMS continuity. The 

measurement model has been evaluated by four technology 

acceptance experts, who were from the University of Ibadan 

and the Ogun State Institute of Technology (OGITECH). The 

third and fourth instrument evaluators came from the 

University of Tun Hussein Malaysia (UTHM) and the 

University Teknologi Malaysia (UTM) Johor Bahru, 

Malaysia. 

Researchers confirmed the instrument's significance using a 

sample size of 25, and a statistical software called SmartPLS 

Version 3.3.2 confirmed the instrument's significance as all 

Cronbach Alpha falls within 0.705 to 897. However, a 

Cronbach alpha of 0.70 is recommended [53].  

5.2. Instrument adopted 

All eleven hypotheses in this study were validated with the 

use of a survey instrument. The questionnaire assessed six 

different constructs. There are 27 indicators in the modeling 

survey and four questions in the demographic details survey. 

The observed constructions and their references are listed in 

Table 1. The applicability of this study has been enhanced by 

modifying a previous research questionnaire published. 

Table 1. Factors and Measurement Indicators. 
FACTORS AND MEASUREMENT INDICATORS. 

FACILITATING CONDITION QUESTIONS AND CODES SOURCES 

Have a smartphone with an installed necessary application for online teaching and learning (FC 1)  [45], [43] 

I have access to a computer/laptop/phone with an internet connection at home (FC 2) 

I have a dependable computer/laptop/phone with a dependable browser (FC 3) 

I am willing to seek connectivity with neighbors/family at home (FC 4) 

I can easily connect my computer/laptop/phone monitor, printer and others (FC5) 

  

PERCEIVED USEFULNESS QUESTIONS AND CODES SOURCES 

Our LMS is useful. I will continue utilizing it after the COVID-19 pandemic (PUSE 1)  [40], [42] 
The LMS proves my productivity (assigning assignments, grading, and recording). I will continue to utilize it (PUSE 2) 

The learning management system enhances my effectiveness in teaching and I will continue to use it (PUSE 3) 

After the epidemic, I will continue to use our learning management system since it is a tremendous aid to my teaching 
(PUSE 4) 

I'll keep using the learning management system since it helps my learners study more effectively (PUSE 5) 

PERCEPTION ON EASE OF USE QUESTIONS AND CODES SOURCES 

I believe I will continue to utilize the learning management system since it is simple to use (EASE 1)  

[54], [42] 
 

Will continue to use the learning management system since it is simple and straightforward (EASE 2) 

Will continue to utilize the learning platform (LMS) after pandemic since interaction with the students is achievable 

(EASE 3) 

LMS is "user-friendly" in terms of what I want it to do (such as grading and plagiarism checking. Will continue usage 

(EASE 4) 

Schools adopt different LMSs and experience simplicity in using them. After the pandemic, it is worth adopting often 

(EASE 5). 

  

SATISFACTION PERCEPTION QUESTIONS AND CODES SOURCES 

My whole experience while using it was quite positive. I think of continued usage after the pandemic (SATI1).  
[40], [44], [18] The LMS matches professionally during the COVID-19 virtual classroom. I am optimistic about continuing to use it 

(SATI2). 

I will keep using LMSs because they're such an important resource for instructional materials in face-to-face sessions 

(SATI3) 

I will continue using the LMS after the pandemic because it fits my plans and I was thrilled with my whole experience 

(SATI4) 

  

INFORMATION RICHNESS EFFECTS QUESTIONS AND CODES SOURCES 

I think my understanding of the learning management system urges me to keep utilizing it after the COVID-19 pandemic 
(IRE 1) 

 

[42] 
 I believe continual usage of the LMS after the pandemic will boost my grasp of teaching objectives and results (IRE 2) 

My perception of additional updates will improve if I continue usage of LMS with face-to-face sessions after the epidemic 

(IRE 3) 

Using it gives me information that is simple to comprehend, and entertaining, will continue usage even after the pandemic 

(IRE 4). 

 

INTENT TO CONTIUE USAGE OF LMS QUESTIONS AND CODES SOURCES 

I intend to continue utilizing our LMS rather than discontinue usage after the COVID-19 pandemic (LMSI1). [44], [43] 

My intentions are to continue utilizing our LMS with traditional modes of education after the COVID-19 pandemic 

(LMSI2). 

If I had the option, I would use it as often as feasible after the pandemic (LMSI3).  

Overall, most of my expectations from utilizing a LMS were confirmed for continuance intention (LMSI4).  
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5.3. The questionnaire's pilot study 

A pilot research was conducted to verify the consistency of 

the above-mentioned questionnaire indicator. Twenty-five 

postgraduate students from Universiti Tun Hussein 

Malaysia's Faculty of Computer Science and Faculty of 

Technology Management & Business were chosen at random 

for the pilot project. The Cronbach's Alpha (CA) test was 

used to evaluate the results of the pilot research. It uses IBM 

SPSS Statistics version 20 to help identify internal 

dependability. As a result, the reliability coefficient for all of 

the measurement items was 0.70 above, indicating that the 

results offered were acceptable [53]. 

5.4. Structure of the instrument 

Instructors were given a questionnaire survey to complete via 

social media [43]; [54]). Two parts were included in the 

survey. The participant's data (gender by birth, age, location, 

and educational background) is collected in the first part, and 

there are twenty-seven indications in the second part 

pertaining to the intention to continue using LMS after the 

pandemic in the schools of business administration, 

accounting, marketing, and entrepreneurship by the 

instructors. 

There are four indicators in each of the information richness 

effect and satisfaction perception. Meanwhile, perceived ease 

of use and facilitating conditions both have five indicators, 

and intent to continue using the LMS has four, making this 

construct the dependent factor in this study. The four-point 

Likert scale is utilized to measure all 27 indicators. The scale 

includes "strongly disagree" (1). "disagree" (2), "agree" (3), 

and "strongly agree" (4). 

FINDINGS AND DISCUSSION 

6.1. Participant’s demographic data 

The demographic data of the participants has been analyzed 

and is reported in Table 2. Females dominated, with a 55% 

claim compared to 45% for males. Furthermore, 15.7% of the 

participants were between the ages of 21 and 30, and 54.1% 

of the participants were between the ages of 31 and 40. The 

age brackets 41–50 had a 21.1%, and the age bracket 

51-above showed a 9.1% of the total participants of the study. 

The majority of the participants held Master's degrees in their 

field of study. In the sample, 24% had earned a bachelor's or 

equivalent degree, 57% had earned a master's degree, 12% 

had earned a doctoral degree, and the rest claimed 7%. 

This particular study was dominated by instructors from 

Johor Bahru, Malaysia, with a claim of 63.2% of the whole 

study, and 36.8% of the participants were from Pampanga 

Region III of the Philippines. This study claimed a purposive 

sampling approach since the participants' sources were based 

on ease of access and voluntary participation [55]. 

Furthermore, Microsoft Excel was applied to measure the 

participants' demographic data. A comprehensive respondent 

demographic data presented in Table 2. 

 

 

Table 2: Participant’s Demographic Data 
Criterion Variables Frequencies Percentages 

 

 

 

Gender 

Female 115 55% 

Male 94 45% 

Total  209 100% 

 

 

 

Age 

 

Bracket 21-30 33 15,7% 

Bracket 31-40 113 54.1 

Bracket 41-50 44 21.1% 

Bracket 51-above 19 9.1%% 

Total  209 100% 

 

 

 

Educational 

Degree Earned 

 

Bachelor/Equivalent 

degree 

50 24% 

Master's degree 119 57% 

Doctoral degree 25 12% 

Others 15 7% 

Total  209 100% 

 

 

 

Participants 

locations 

 

Pampanga: 

Philippines 

77 36.8% 

Johor Bahru: 

Malaysia 

132 63.2% 

Total  209  

As demonstrated in Table 2, females are more interested in 

participating in research survey studies than males, according 

to this study. Furthermore, early in their careers, instructors 

in these two countries (Philippines and Malaysia) are urged to 

attain the highest academic degrees. This discovery aligns 

with the results of some studies [43]; [56]). In comparison to 

Malaysian instructors in this study, data collection appears to 

be more challenging among the Filipino instructors. 

6.2. Data analysis and tools 

The data analysis of the research study was carried out using 

the SmartPLS V.3.3.2 software and the partial least squares–

structural equation modeling (PLS-SEM) [57], a two-step 

evaluation technique used to analyze the acquired data [53]). 

The PLS-SEM is the best option since current research 

involves the use of existing theory [58]) and may be used to 

easily manage exploratory research of complicated models 

[53]. Furthermore, the PLS-SEM evaluates the full model 

rather than dividing it into different segments [59]. Another 

benefit of employing the PLS-SEM is that it allows a 

simultaneous equation analysis of the measurement and the 

modelling, resulting in exact computations [11]. 

6.3. Convergent validity 

When evaluating the measurement model, [53] suggest 

considering validity, which includes convergent and 

discriminant validity, as well as construct reliability, which 

includes composite reliability (Comp-R), Rho-A, and 

Cronbach alpha (C-alpha).  value of 0.70 or above should be 

used as the cutoff point, and all achieved in this study and 

presented in the table 3. Furthermore, the convergent validity 

should be measured by testing the average variance extracted 

(AVE) and factor loading (FA). Where the AVE expected to 

be greater than 0.5 and the FA to be greater the 0.6 value. 

Table 3 indicate that the suggested values achieved for the 

constructs. According to Table 3, values between 0.633 and 
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0.815 noted by AVE, and these are higher than the 0.5 

threshold value. 

 
Table 3: Convergent validity reports 

Variables/ 

Indicators 

FA C- 

alpha 

Comp-

R 

Rho-

A 

AVE 

 FC 2 0.854     

 FC 3 0.761 0879 0.871 0.764 0.715 

FC 4 0.865  

FC 5 0.896 

      

 PUSE 1 0.701 0.719 0.817 0.829 0.673 

 PUSE 2 0.862     

PUSE 3 0.763  

PUSE 4 0.905 

PUSE 5 0.854 

      

 EASE 1 0.887 0.801 0.783 0.872 0.633 

 EASE 2 0.771     

EASE 3 0.700  

EASE 4 0.812 

       

 SATI1 0.906 0.896 0.823 0.874 0.800 

 SATI2 0.899     

SATI4 0.877  

       

 IRE 1 0.792 0.808 0.856 0.819 0.730 

 IRE 2 0.831     

IRE 4 0.934  

       

 LMSI1 0.922     

 LMSI2 0.898 0.865 0.810 0.879 0.815 

LMSI3 0.890  

LMS4 0.909 

 

Moreover, Convergent validity suggested the removal of 

four indicators which include (FC 1; EEAS 5; SATI 3; and 

IRE 3) 

6.4. Discriminant validity 

Towards the measuring discriminant validity, two criteria, 

Fornell–Larcker and Heterotrait–Monotrait ratio (HTMT), 

have been suggested [53]. Table 4 shows that the Fornell–

Larcker criterion is satisfied since the AVEs and their square 

roots are greater than the rest of the correlation constructs 

[60]. Figure 2 presents the HTMT ratio data, which shows 

that the 0.85 threshold value consistently outperforms the 

other construct values [61]. 

Table 4. Fornell–Larcker Scale. 
       

 EASE FC IRE LMSI PUSE SATI 

       

EASE 0.798      

FC 0.450 0.872     

IRE 0.682 0.363 0.885    

LMSI 0.626 0.538 0.296 0.880   

PUSE 0.505 0.502 0.237 0.601 0.818  

SATI 0.444 0.583 0.573 0.592 0.407 0.746 
Note: Ease of use perception connote (EASE), Facilitating condition connote (FC); 

Information richness effects connote (IRE); LMS Intent to continue usage connote 

(LMSI); Perceived usefulness connote(PUSE) and Perceived satisfaction connote 

(SATI) 

 

 

 
Fig 2. Heterotrait–Monotrait Ratio (HTMT). 

 

6.5. Hypotheses testing using PLS-SEM 

The relationship between the structural model and a range of 

theoretical variables was investigated using a Smart PLS with 

maximum likelihood estimate [62]). Nevertheless, the stated 

hypotheses were tested. According to earlier research [11]; 

[63]), the model's predictive significance for the LMS's 

continuing usage intentions after the pandemic was 58.6 

percent, as shown in Table 5. 

 

Table 5: Exhibit R-square models achieved 

Matrix R-Square R-Square 

Adjusted 

EaseUse_PErception 0.364 0.355 

Facilitating_Conditions 0.448 0.439 

InfoRichness-Effects 0.506 0.491 

LMS_Continuance_Intent 0.586 0.564 

Perception _Satisfaction 0.485 0.472 

 

According to the data analysis in this study, nine of the eleven 

hypotheses were shown to be valid. The results confirmed the 

study's hypotheses. Four of the five direct regressions on the 

intent to continue using a learning management system after 

the pandemic were found to be supported at a p value less or 

equal to 0.01, indicating that the model is valid. It was rather 

surprising that the instructors' perception of the ease of use of 

the LMS after the epidemic was not supported. 

The findings revealed that the information richness effect, 

perceived usefulness, facilitating conditions, and satisfaction 

perception all have a significant effect on business 

administration, accounting, marketing, entrepreneurship, and 

other related areas' instructors' intent to use LMS after the 

pandemic. 

In terms of the relationships between the suggested variables 

and instructors' intent to continue using the LMS, the results 

showed that facilitating conditions (FC) have the greatest 

impact on instructor satisfaction (SATI) (t-stat: 6.701, p 

0.000) and are suggested to be the most valuable, followed by 

usefulness perception (PUSE) (t-stat: 4.830, p 0.0001). Next, 

was the perception of ease of use (EASE) on information 

richness effect (IRE) and usefulness perception (PUSE) 
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(t-stat: 4.712, p 0.000) and (t-stat: 4.317, p 0.000) 

respectively. 

Meanwhile, the study also indicated that the usefulness 

perception (PUSE) on information richness effect towards 

the instructors' intent to continue using the LMS was (t-stat: 

1.532, p 0.126), which values were not supported because the 

pvalue was greater than 0.05 and the t-statistic was less than 

1.96, as recommended [53]. Table 6 summarizes the sample 

mean, standard deviation error, t-statistic, and p-values for 

the hypotheses. 

 

Table 6: Standards deviation error, t-statistic, and p-values 

achieved 

 
Moreover, Figure 3 shows the structural equation modeling 

results achieved through the bootstrapped properties in the 

SmartPLS based on the instructors' intention to accept and 

use LMS after the pandemic. 

 

 
Fig 3 Bootstrapped equation modeling achieved 

 

DISCUSSION OF THE RESULTS 

The study was based on a total of eleven hypotheses and two 

found not supported. The dimension of this structural 

equation modelling of intention of Business Administration, 

Accountancy, Entrepreneurship, Marketing and other 

Management related instructors included TCT factors 

(Facilitating conditions and satisfaction perceptions) [18]. 

TAM factors (perception of ease of use and usefulness) and 

effect of information richness. The effect of information 

richness, facilitating conditions, perception of usefulness and 

satisfaction have a decisive role in the structural modeling of 

LMS continuance after pandemic. The relationship effect 

models findings also indicated the role of facilitating 

conditions in terms of satisfaction perception, and significant 

role of TAM two main factors in the study. 

The current findings are consistent with previous studies 

on the effect of information richness, facilitating conditions, 

usefulness, and satisfaction perceptions in assessing the 

acceptance of online learning technologies after the 

pandemic, and the five link assumptions play a significant 

role in LMS acceptance [38]; [59]; [43]; [44]). According to 

the direct effect dimensions, the more the availability and 

reliability of a computer, laptop, phone, printer, and other 

devices, the greater the likelihood of continued use.  

The learning management system improves teaching 

efficiency. It was hailed as a remarkable teaching tool that 

allows students to study more productively. This also implied 

that the overall experience of utilizing it was satisfactory. 

During the COVID-19 virtual classroom, the LMS matches 

professionally. It's a better fit for the instructor's plans. 

Meanwhile, understanding of the learning management 

system may urge use of it after the COVID-19 pandemic. 

Furthermore, the report of this study implied that using the 

LMS following the pandemic would improve their 

understanding of teaching objectives and results as well as 

provide simple and relevant information. 

In terms of the correlation dimension, the findings 

suggested that having access to a computer, laptop, or phone 

with an internet connection would result in a positive 

experience and encourage continued usage after the 

pandemic. Also, it is implied that the provision of useful 

gadgets and other related materials will encourage 

satisfaction, which may lead to the intention to continue 

usage and personal academic development of the instructors 

that are engaged in the virtual classroom in the amidst of 

COVID 19 [38]. Nonetheless, the study's findings imply that 

the concept of usefulness is supported by the fact that usage is 

easy and straightforward. It's also "user-friendly" in terms of 

grading and plagiarism detection, which will be beneficial to 

instructors and students in the course of education [43]). 

In a nutshell, this analysis has shown that the success of 

e-learning platforms will be seen after the outbreak. Since 

e-learning platforms are simple to use and beneficial, schools 

and instructors will continue to utilize systems even if 

face-to-face sessions are reinstated. The level of satisfaction 

indicated by participants in this study is increased by 

facilitating conditions and usefulness perception. The other 

TAM main factors in the relationship with information 

richness have added more advantages to using these learning 

management systems (LMSs). The implementation of these 

technologies in the classroom has a significant impact on 

educational settings. Furthermore, acceptance increases once 

the perception of usefulness and information affluence are 

aligned with the academic tasks. Thus, the study has shown 

that learning management platforms are an influential means 

of teaching along with traditional classes due to their specific 
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and unique features. 

7.1. Contributions and Implications 

The findings of this study may be used both conceptually 

and practically by educationists. The report gives concise and 

dependable suggestions that may be used to quantify the 

levels of technological acceptability and consistency among a 

sample of academics. In terms of practical relevance, the 

findings of the study may be used in a variety of learning 

management systems (LMS) that are user-friendly and have 

features that can benefit the teaching–learning setting. The 

efficiency relates to the fact that they may provide resources 

and materials that encourage individuals to gain information 

more frequently by using their online learning platform. 

The findings of this study contributed to and demonstrated 

that university and college administrators can design LMSs 

in such a way that users are motivated to use the system on a 

regular basis. It is noted that system enhancement is 

successful based on their provided assumptions, which may 

be useful from a productivity standpoint. The study's findings 

underline the need for system managers to closely monitor 

the intention of using the provided e-learning platforms. 

7.2. Limitations and recommendation for Future 

Studies 

Despite the fact that the research study added to the literature 

by considering unique technological models and external 

elements that have been exploited in previous studies, it has 

several limitations and acknowledges that the studies chosen 

are confined to a specific population and cover two time 

periods, one before and one after the pandemic began. 

Continued studies might expand the time frame to include 

studies conducted after the pandemic's impact has faded. 

Nevertheless, this concluded study is limited to business 

administration, accountancy, marketing, and management 

instructors’ intentions towards acceptance and continual 

usage of LMS after the pandemic fades. The effects of 

information richness, TAM constructs, and aspects of the 

UTAUT and TCT models were considered in structuring the 

model. Future studies can include other factors such as 

attitude, perceived security, and perceived trust. 

Furthermore, the samples are confined to a limited set of 

instructors from two Southeast Asian countries. Future 

research may focus on perceptions of ease of use of 

technology in connection to LMS continuance and usefulness 

regressed on information richness effect, since two of these 

assumptions were not supported in this study. Despite this, 

the findings are collected through questionnaires with 

closed-ended questions. Future research should explore 

utilizing a qualitative questionnaire and a data gathering 

strategy based on interviews or experiences. 
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Abstract 

A building has its own complexity characteristics. There are many public facilities buildings that have a fairly high level of 

complexity, for example, the stadium. Public facilities buildings that have high complexity certainly require efficient 

contract methods because conventional work contract methods are considered not qualified to accommodate those who are 

influenced by the complexity of the building work. One suitable and better method is the Integrated Design and Build 

contract, this contract involves the contractor from planning to implementing the construction work completed properly, but 

in the event of failure, the contractor bears all the risks caused. This type of contract is considered necessary to be applied 

because some examples of public facilities work projects, especially sports facilities, are problematic in the implementation 

process. One example is the renovation of Helsinki Olympic Stadium experiencing an over-budget of up to €38 million. 

Another example refers to Indonesia, the 2018 XVIII Asian Games project, the initial cost of the project is Rp 7.4 trillion, 

then the cost rises drastically to Rp 12.7 trillion. Due to the frequent similar cases, we aim to develop specific cost planning 

standards for the mechanical work section, and Miscellaneous in the field of play area of the stadium with an integrated 

contract based on PUPR Ministerial Decree No.22 of 2018 to improve cost accuracy. The expected outcome of the entire 

study is to develop new Cost Planning Standards for stadium projects to improve the accuracy of project costs. 

 

Keywords 

Integrated Design And Build Contract, Improve Cost Accuracy, Stadium, Public Facilities 

 

INTRODUCTION 

Design and Build is a work construction contract related to 

the construction of a building where the provider has a unity 

of responsibility for designing and implementing 

construction. This design is different from conventional 

methods where service users do not need to prepare detail 

engineering design (DED), but only prepare basic design. 

(Inspectorate General of the Ministry of PUPR, 2020). But in 

its implementation, there are still many obstacles in the field. 

Here are some examples of problems with obstacles in using 

design and build contracts. The audit process of the 

inspection team is not separated into a problem. The 

examiner asks for details of the quantity and price of the unit 

of work which of course causes differences so that disputes or 

claim disputes occur between service users, service providers 

and auditors. The construction of the stadium building, can 

not be separated from the basic needs for lighting, fire 

extinguishers, air conditioning or other electronic equipment. 

ME's work is one of the largest budget contributors in project 

cost estimates. Often in the midst of the implementation of 

the project, there is less work added to mechanical and 

electrical work which sometimes makes a difference in 

documenting that is not well recorded or changes in the use of 

materials from the predetermined. As was the case with the 

stadium construction project at U.S. Bank Stadium, it is 

known that 90 percent of the $15.4 million in unpaid work 

was caused by construction companies working on power 

projects, drywall and other projects. This is due to changes 

made by the Minnesota Sports Facilities Authority and the 

hks architects have added costs beyond what has been agreed. 

Aligned with U.S. Bank Stadium, the total cost of the new 

Mercedes-Benz Atlanta Falcons Stadium has reached $1.5 

billion after an additional $9.1 million in change orders for 

ME jobs in June, according to the Atlanta 

Journal-Constitution. The additional cost in May was largely 

due to an accelerated schedule to complete construction in 

June 2017—in time for the 2017-2018 NFL season. 

 

 

 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 147 
 

LITERATURE REVIEW 

Based on the Regulation of the Minister of Public Works No. 

22 of 2018, the state building is one of the state-owned assets 

that has strategic value as a place for the implementation 

process of the state that is regulated and managed so that it is 

functional, reliable, effective, efficient and organized in an 

orderly manner. In preparing the financing of the 

construction of this State Building must get 

recommendations from technical agencies, so that the 

financing is prepared in accordance with existing provisions, 

both from the amount of price, standard and non-standar, 

classification of State Buildings, and the implementation of 

its construction. Design and Build can be described as a 

procurement method in which one entity or consortium is 

contractually responsible for the design and construction of a 

project (Ndekugri & Turner, 1994; Akintoye, 1994; Akintoye 

& Fitzgerald, 1995; Griffith, Knight & King, 2003). 

According to Hale & Shrestha, (2009), "Design and Build 

can be described as a project delivery method in which the 

owner provides the requirements for a particular project and 

gives a contract to one company that will design and build the 

project". 

According to Minister of Youth and Sports Regulation No. 

400 of 2013, a stadium is a piece of sports infrastructure that 

must be predominantly used for sporting activities/practices. 

The stadium is prioritized as a center for athletics and 

football. However, because the stadium is equipped with 

stands with sufficient seats for spectators and a reasonably 

wide arena, it can be used for a variety of non-sports 

activities, such as music concerts, religious activities, social 

activities, and other activities that involve visitors. In general, 

stadium work is separated into three parts: the main stadium 

building, field of play, and regional work. The field of play 

zone's scope of work comprises a football field and an 

athletic track. 

According to Permen PU No. 28 of 2016 there are 7 

categories for the scope of work, namely: Design 

Development, Sitework, Structural Work. Architectural 

Work, Mechanical Work, Electrical Work, Exterior Facilities 

and Miscellaneous Work. Mechanical work is work related to 

large tools and machinery, such as elevators and escalators 

for large buildings, air conditioners, as well as the installation 

of water pumps, and other supporting installations. Types of 

mechanical work according to Permen PU No. 28 of 2016 

include Plumbing, heating, ventilation and air conditioning, 

fire prevention. Mechanical work activities in the field of 

play to be studied include the procurement and Installation of 

HDPE Pipes, installation of Saddle Clamp and installation of 

GIP Pipes, Gate Valve, Quick Coupling, etc. Miscellanious 

work is another job. Miscellanious work types according to 

Permen PU No. 28 of 2016 include equipment, special 

construction, communication systems, lightning prevention. 

Miscellanious work activities in the field of play that will be 

studied include Soil Breeding, Grass Planting, Fertilizing and 

Watering, etc. Standard costs are used for the implementation 

of standard physical construction which includes 

architectural work, structures, utilities that include plumbing 

work, and lighting installation networks, and finishing. 

Standard costs include construction overhead, insurance, 

occupational safety, inflation, and taxes in accordance with 

the provisions of the standard cost in addition to standard 

construction implementation work, including construction 

implementation overhead, insurance, occupational safety, 

inflation, and taxes in accordance with the provisions of the 

laws and regulations. 

Table Error! No text of specified style in document..1 

Indicators and Variables of Standard Cost 

No Variable Indicator Reference 

1 
Standard 

Cost 

Work 

component 

Jauzy A. (2012); 

BPSDM PUPR (2016); 

Public Works 

Ministerial Decree 

(2017) 

Technical 

specifications 

Fisk, E.R (1992) Public 

Works Ministerial 

Decree (2018); Public 

Works Ministerial 

Decree 22 Tahun 2018; 

Ghallab and Hosain 

(2020); 

 

Standard area 

Jauzy A. (2012); 

BPSDM PUPR (2016); 

Public Works 

Ministerial Decree 

(2017); Public Works 

Ministerial Decree 

(2018) 

 

Number of seats 

UEFA Guide to Quality 

Stadiums (2011); 

Permen Menpora 

No.0400 Tahun 2013; 

The highest unit 

price for state 

buildings 

Jauzy A. (2012); 

BPSDM PUPR (2016); 

Public Works 

Ministerial Decree 

(2017) 

Construction 

cost index 

Hikmah J. dan Idris 

(2019) 

 

According to Presidential Decree No. 73 of 2011, 

non-standard costs are costs used for the implementation of 

non-standard physical construction (for which there is no 

standard), such as: licensing other than IMB, and utility 

splicing. Non-standard costs for the implementation of 

non-standard physical construction work: preparation and 

maturation of land, increase in building architecture work, 

increased building structure work, special construction 

completeness consisting of mechanical and electrical work, 

and special buildings are environmentally friendly.
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Table Error! No text of specified style in document..2 Indicators and Variables of Non-Standard Cost 

No Variable Indicator Reference 

1 Non-Standard Cost 

Volume details Jauzy A. (2012); BPSDM PUPR (2016) 

Buildings and environment Public Works Ministerial Decree (2017) 

Significant function 
Public Works Ministerial Decree (2017); Permen PU 

(2018) 

Other works Public Works Ministerial Decree (2017) 

 

Additonal costs are not included in standard or non-standard 

costs. Examples include the issue of an IMB (Building 

Permit), internet connection fees, soil investigation testing, 

and costs of safety. 

 

Table Error! No text of specified style in document..3 

Indicators and Variables of Additional Costs 

No Variable Indicator Reference 

1 
Additional 

Costs 

IMB or PBG 

Governor Regulation No. 

147 of 2018; Herea and 

Ungureanu (2018); PP 

No. 16 of 2021 

Internet 

Connection 

Fee 

environment 

Rusniati (2020); 

KOMINFO Decree 

Candy No. 14 of 2017 

Soil 

Investigation 

Test 

SNI 8460:2017; Rena. M 

(2011) 

Cost of 

Safety 

Public Works Ministerial 

Decree No. 10 of 2021 

 

Based on the literature and previous studies that discussed the 

Cost Planning Standard followed by regulations or policies 

from Permen PU No. 22 of 2018 and previous studies that 

discussed cost accuracy, in this study there was a variable X 

(Free Variable) which is a standard cost and non-standard 

cost that can affect variable Y (Bound Variable) namely cost 

accuracy. 

 

Table Error! No text of specified style in document..4 

Research Synthesis – Relation Between Variables 

No Relation Between 

Variables 

Reference 

1 Standard Cost  Cost 

Accuracy 

Permen PU No. 22 (2018); 

Perpres No. 73 (2011) 

2 Non Standard Cost  

Cost Accuracy 

Muhammad T. H (2017); 

Pradana & Miftahul (2019) 

3 Other Cost  Cost 

Accuracy 

Muhammad T. H (2017); 

Alfredo F. (2005) 

 

Based on the background of the problem and the study of 

literature, it can be concluded the hypothesis of this study, 

namely:  

1. Standard Cost Variables affect the accuracy of costs 

significantly.  

2. Non-Standard Cost variables affect cost accuracy 

significantly.  

3. Other Cost affect cost accuracy significantly. 

 

 

 

METHOD 

Material, to determine variables and indicators, this research 

begins with the collection of secondary data, including 

literature reviews and archive analysis. Then collect primary 

data, which includes expert confirmation of the literature 

study's findings and distribution of questionnaires to 

respondents. 

 

Samples, Secondary data are collected through literature 

studies, namely in journals that discuss cost planning 

standards and how to improve cost accuracy, in order to get 

the variables and indicators indicated in sub chapter 2.5. The 

first stage of data collecting was to solicit expert advice on 

cost accuracy. There are five professionals with more than 

ten years of expertise and the most recent education is a 

Master of Engineering. After obtaining agreement and input 

from experts, move to the second stage of data collection in 

order to validate the language used in the questionnaire that 

will be disseminated to the primary respondents in the third 

stage of data collection. After obtaining the findings of the 

second stage of data collection, move to the third step of data 

collection, which involved the distribution of questionnaires 

to respondents based on the respondent criteria. 

1. Minimum education of three years 

2. Minimum education S1 (Bachelor) majoring in Civil 

Engineering / Architecture / Mechanical or Electrical 

Engineering. 

3. Have or are currently in construction work 

 

Procedure, the procedure selected for this research is archive 

analysis, questionnaire-based surveys, statistical analysis 

using SPSS and SmartPLS tools, and expert validation. The 

questionnaire that will be used in this study as a research tool. 

The Research Question (RQ) data collection process is 

divided into many stages. Prior to performing a pilot survey 

for the first questionnaire, a review of the archives of prior 

literature research was conducted to gather material for 

questionnaire development. The first stage of data collection 

is to ascertain the elements of standard costs, non-standard 

costs, and other costs that may affect the accuracy of costs on 

cost planning standards for the scope of design development 

work, sitework, and stadium structures by validating content 

and constructs through interviews and discussions with 

experts. 

 

Research Process, several research methods were used in this 

study to address the problem formulation, including archive 

analysis, questionnaires, and expert validation. The study 

used a questionnaire to collect data from respondents, and 
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then analysed the association between standard cost 

variables, non-standard costs, and cost accuracy using 

SEM-PLS and subsequent validation with experts or experts. 

The data collected will be analysed to create a standard form 

of cost planning that will be transformed into cost planning 

standards in accordance with Minister of Public Works 

Regulation No. 22 of 2018 in order to increase cost accuracy. 

 

Data Analysis, following the collection of all data, data 

analysis is performed. Data analysis was used to ascertain 

whether the independent factors influenced the dependent 

variable. The obtained data will be analyzed using the SPSS 

and SmartPLS tools. Before analyzing the respondent data, a 

test was undertaken to ensure that the obtained data was 

usable and met the requirements. The following tests are 

performed on the respondent's data: data adequacy, 

homogeneity, validity, reliability, and KMO data adequacy. 

After the data was validated and found to meet the 

requirements, the authors analyzed the respondent's data. 

SmartPLS software was used to conduct the analysis. To 

ascertain the effect of planning standards on cost accuracy in 

state buildings, this research is extended by evaluating 

respondent questionnaire data using the SmartPLS tool after 

it has been analyzed using the SPSS tool. 

 

Test Validity with SPSS, the product moment Pearson 

correlation test results in a correlation coefficient which is 

used to measure the strength of the linear relationship 

between two variables. The result to be analysed in this test is 

the Pearson correlation value "r" which can be said to be valid 

if "r" is greater than the significance where the significance 

value obtained in the distribution table of the "r" table is 0.24. 

It was found that the Pearson value on each indicator was 

greater than the "r" table = 0.24 where it can be concluded 

that all data are valid. 

 

Reliability Test (Cronbach’s Alpha) with SPSS, in this study, 

the reliability test (Cronbach's Alpha) was used to determine 

the reliability and consistency of the measuring device by 

measuring the consistency and stability of the responses or 

data. The researchers used the SPSS tool to conduct a 

reliability test using the Cronbach's Alpha method under the 

following conditions: 

• Cronbach's Alpha value > 0.06 then reliable 

• Cronbach's Alpha value < 0.06 then not reliable 

The result test as follow : 

 

Table 3.1 Results of Reliability Test 

Reliability Statistics 

Cronbach's Alpha N of Items 

0.712 19 

The reliability test results in Table 4.9 showed that the 19 

indicators in the study had Cronbach alpha's values of 0.712 

> 0.6 which means all indicators are reliable and the study is 

reliable. 

 

Data Sufficiency Test – KMO (Kaiser Meyer Olkin) with 

SPSS, the KMO & Bartlett test was used to determine the 

data adequacy in this study, which was conducted using the 

SPSS program tool. After calculating the KMO and Bartlett, 

the following findings are obtained: 

 

 

Table 3.2 Calculation Result of KMO dan Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 

0.761 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 507.369 

df 171 

Sig. 0.000 

Kmo & Bartlett's Test results in Table 4.11 showed that the 

study had a KMO value of 0.761 > 0.5, so the sample of this 

study has been sufficiently used. Bartlett's Test of Sphericity 

value has a significance value of 0.000 < 0.05 which means 

there is a significant correlation relationship between 

research variables so that it can be continued to the next stage 

of analysis. 

RESULT 

Because each indicator has a T-statistic more than 1.96 or a 

P-Value < 0.05, they all have a significant effect on the latent 

variable. Additionally, the following table contains the path 

coefficient obtained results using bootstrapping to determine 

the significance of the relationship between variables. Table 

4.1 Bootstrapping Results by Path Coefficient. 

 

 Table 4.1 T-Statistic Results (Boot Stramping) 

Relation 

Original 

Sample 

(O) 

T 

Statisti

cs 

(|O/ST

DEV|) 

P 

Value

s 

Descri

ption 

Non-standard 

Cost -> Cost 

Accuracy 

0.399 5.019 0.000 

Signifi

cant 

Impact 

Standard Cost 

-> Cost 

Accuracy 

-0.296 2.973 0.003 

Signifi

cant 

Impact 

Other Cost -> 

Cost Accuracy 0.300 3.703 0.000 

Signifi

cant 

Impact 

The Path Coefficient result in Table 4.19 shows variable X1. 

Standard Cost, X2. Non-Standard And X3 Costs. Other costs 

have a significant effect on Y1. Cost Accuracy due to 

T-Statistic value > 1.96 or P-Value value < 0.05. Standard 

costs (0.399) and other costs (0.300) have a positive path 

coefficient value which means standard costs and 

miscellaneous costs have a positive and significant effect on 

increased cost accuracy. While non-standard costs (-0.296) 

have a negative path coefficient value which means 

non-standard costs negatively and significantly affect the 

decrease in cost accuracy. If sorted from the smallest p-value 

to the largest coefficient, then the variables that most affect 

cost accuracy are standard costs, other costs and the last is 

non-standard costs. 

 

R Square, is the coefficient of determination that explains 

how far the dependent data can be explained by independent 

data. R Square is worth between 0 – 1 with the provision that 
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the closer to 1 (one), the better. R Square is owned by 

variable Y (dependent variable). 

 

 

 

Table 4.2 R Square Table, Result of Bootstrapping 

  R Square R Square Adjusted 

Y1 - Cost Accuracy 0.597 0.579 

Table 4.2 shows the variable R-square value of cost accuracy 

is 0.597 which indicates that cost accuracy can be explained 

by standard fees, non-standard costs and other costs of 59.7% 

which fall into the moderate category. (Joe F Hair et al., 

2011). The remaining 40.3% can be explained by variables 

other than those used in the study. 

Model Fit, shows how good the model is. 

 

Table 4.3 Result of Fit Model 

  
Saturated 

Model 

Estimated 

Model 

SRMR 0.100 0.100 

d_ULS 1.902 1.902 

d_G 0.701 0.701 

Chi-Square 2478.195 248.195 

NFI 0.562 0.562 

the model in this study was able to represent the actual state 

of the field by 56.2%. 

 

 
Picture 4.1 Structural Equation Modelling Overview on 

Inner Model 

T-Statistics (Boot Stramping) results are also obtained from 

Table 4.1 for the mathematical model of the research findings 

based on the Original Sample (O), namely Y = 0.399 X1 – 

0.296 X2 + 0.300 X3. Additionally, the level of accuracy 

increases if the variable X1 Standard Cost and X3 Additional 

Cost is increased, and the accuracy rate is also increased if the 

X2 variable is increased. Non-Standard Fees reduced. 
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Abstract 

Efficient collision-free motion through environments comprising obstacles is crucial to developing autonomous navigation 

systems used for target detection and tracking. In this paper, we have designed a two-robot system with swarm intelligence, 

whereby one bot helps the other autonomously navigate through a maze and arrive at the destination. The bot commencing 

the navigation uses infrared sensors to avoid obstacles whilst following the Left Wall Follower Algorithm. Upon reaching 

the target position, the initial bot wirelessly transfers the unoptimized path information recorded while traversing the Maze 

to the second bot, which then extracts the optimum path and autonomously follows it. We have used short-range Bluetooth 

for communication and Arduino Uno chip-set to program both the bots. Rather than stepper motors, we have opted for direct 

current motors together with differential kinematics. This hardware modification avoids slippage, reduces cost, and 

increases the bots' degrees of freedom and speed. Furthermore, establishing a communication pathway between two 

Arduinos using a Bluetooth module for coordinated search with a novel encoding algorithm is a significant milestone of this 

project. 

 

Keywords 

Bluetooth, Left wall follower algorithm, Maze solving, Swarm robotics 

 

INTRODUCTION 

Sahin et al. (2007) defined swarm robotics as a novel 

approach to the coordination of large numbers of robots and 

the study of how large numbers of relatively simple 

physically embodied agents can be designed such that a 

desired collective behaviour emerges from the local 

interactions among agents and also between the agents and 

the environment. Beni (2004), scholar, University of 

California describes this kind of robots' coordination as: "The 

group of robots is not just a group. It has some special 

characteristics found in swarms of insects i.e. decentralized 

control, lack of synchronization, and simple and (quasi) 

identical members." Although swarm robotics is still in its 

infancy, it can effectively be adopted to tackle many 

real-world engineering problems. Some of them are natural 

disaster zones (Ross et al. 2018; Karasi and Rathod 2016), 

hostage rescue situations (Zhang et al. 2019; Winfield et al. 

2006), navigation in unknown territory (Banks et al. 2008; 

Tan and Zheng 2013) and waste removal (Hsieh and You 

2014). The communication between two bots with different 

complexities can even enable the bot with lower complexity 

grade to achieve more intelligence than the one with higher 

complexity. The second bot and all the other subsequent bots 

require less hardware and computational power.  

 

For the Robot to traverse an unfamiliar surrounding and 

identify obstacles successfully, individual sensors are 

required. Infrared (IR) sensors (Ismail et al. 2016; Rahman et 

al. 2018) and ultrasonic sensors (Win et al. 2011) have 

widely been used in such robots. Among them, IR sensors are 

more extensively used because of their narrow range of field, 

whereas ultrasonic sensors have a wider sensing area 

(Sasidharan et al. 2016; Mustapha et al. 2014). Light 

Detection and Ranging (LiDAR) is another technology that 

has brought recent developments in the use of autonomous 

navigation (Fernandez et al. 2013).  

 

In this paper, Bluetooth technology has been used to establish 

a communication link between two robots for simplicity and 

ease of use within a short-range. Similarly, differential 

kinematics in direct current (DC) motors enabled smooth 

movement and direction control by providing more degrees 

of freedom. Since the trajectory used in this project is a 

wall-linked maze with the target point located at the 

periphery, Left Wall Follower Algorithm is implemented. 

 

1.1 Motivation 

Unlike a single bot, which emulates the action of humans and 

accomplishes the tasks solely (Coradeschi et al. 2006, Wu 

2009), the swarm robotics is inspired by social insects' 

behaviour. Inside the colony of these insects, there are 

interactions between the individuals and the individuals and 

the environment (Gordon 2016, Fewell 2003). These 

interactions propagate throughout the colony and enable 

them to solve the tasks that couldn't have been accomplished 

by a lone bot. By adopting social insects' characteristics in a 

multi-robot setting, the robotic swarm can be made robust to 

individual failure with fewer hardware components and 

adaptable to solve unforeseen maze complexities in the 

shortest time. 

 

MATERIAL AND METHODS  

2.1. System architecture 

The system contains two robotic agents. First, one of the 

agents traverses the whole Maze and relays the information it 
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gathered to the second agent via Bluetooth, as demonstrated 

in Fig. 1. 

 

 
Fig. 1 Overall System Architecture 

The Maze solving is carried out in several steps, as shown in 

the functional block diagram in  Fig. 2. The IR sensors of the 

first Robot detect the walls based on which the ATmega328P 

microcontroller makes the movement decision. As the motor 

action drives the Robot either left, straight, right or back, it 

reaches a junction at some point. This process continues until 

the target is detected by the smoke sensor (MQ-2 Gas 

Sensor). 

 
Fig. 2 Functional Block Diagram of the system 

While traversing through the Maze, the first bot encodes and 

stores the direction changes that it makes. After the target 

gets detected, it calculates the shortest path information 

encoded and sends to the second bot via Bluetooth. The 

second bot decodes the message it obtains from the first bot 

to extract the optimum path at the receiving side, and guides 

itself to the destination using this path information. It is also 

equipped with IR sensors to restrict the deviation from the 

scheduled path. 

 

 

 

2.2. Maze structure 

 
Fig. 3 Three-dimensional view of the Maze 

The walls of the Maze have a uniform height of 6 inches. The 

width of the path that the Robot drives in is 14.2 inches. The 

appropriate distance between the two walls for the Robot to 

drive through was selected by a trial and error process where 

the Robot was made to run through various widths' paths. 

Suitable width was required for the Robot to make U-turn 

properly without making contact with the walls. Similarly, 

the sensing distance for the right and left sensors were kept in 

mind while determining the width. 

 

To implement the Left Wall Follower algorithm, a 

single-entry, single-exit maze was designed. The maze walls 

were connected with cellulose-based adhesive tape. The start 

and target point of the Maze was selected, as shown in Fig. 3. 

 

2.3. Robot configuration 

The agents used in this project have two rear wheels rotated 

using a DC motor mounted on the wheel's axle. Each of the 

rear wheels has two degrees of freedom, i.e. they can be 

rotated in two directions (forward and backward). At the 

front end of each of the robots is a caster ball wheel that 

balances it. The use of the caster ball wheel can be justified as 

our project is not concerned with the rough terrain's motion. 

The physical dimensions of the robots are illustrated in Table 

1. 

Table 1. Physical Dimension of Robots 

Attributes  Dimension (in inch) 

Length  8.27 

Width  3.93 (short side) / 5.9      

(longer side) 

The diameter of rear  

wheels 

 2.52 

The diameter of the caster 

wheel 

 0.433 

Aside from the descriptions above, each of the robots consists 

of several sensor modules. The first Robot has 3 IR sensors, 

each attached to the front, left and right side of the body as 

shown in Fig. 4a. The smoke sensor is attached to the front 

end beside the IR sensor. Similarly, the Bluetooth module 

HC-05 is placed at the rear end. The motor controller is 

placed at the center of the body, and the battery is connected 

at the backside. Small holes are drilled at various body 

locations to allow sensors and modules to be attached firmly. 
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The second Robot is intentionally made simpler for utilizing 

the benefits of swarm intelligence and does not contain the 

smoke sensor (Fig. 4b). 

 

 
(a) First Robot 

 
(b) Second Robot 

Fig. 4 Schematic Representation of Robots 

The H-Bridge motor controller (L298N) is used as an 

interface between the microcontroller and DC motor to 

prevent the circuit from damage and automate the switch of 

the voltage's polarity applied to motors. The supply to the 

UNO is provided via the 5V output socket of the motor 

controller powered by the Lithium Polymer battery. The final 

view of both the robots after all the configurations is 

displayed in Fig. 5. 

 
 

        (a)     First Robot  (b)     Second Robot 

Fig. 5 Final view of the Robots 

 

 

2.4. Robot locomotion 

 

 
 

Fig. 6 Arrangement of Differential Drive Kinematics 

 

Each of the robots moves with a differential drive and 

contains 6 degrees of freedom expressed by the pose: (x, y, z, 

Roll, Pitch, Yaw). Here, (x, y, z) is the position and (Roll, 

Pitch, Yaw) provides the altitude information. If vr and vl are 

the velocities of the right and left wheels, T is the time taken 

by wheels to complete one full turn around Instantaneous 

Center of Curvature (ICC), R is the distance between ICC and 

the midpoint of the wheel axis, l is the length of the wheel 

axis, and w is the angular velocity then, the velocity of each 

of the wheels is given by: 

 

                                                     (1)                                                                                                                                                    

                                                     (2)              

 

By varying the velocity of the wheels, we can alter the 

trajectory and angular velocity in which the Robot moves: 

                       
   

 

         

         
                           (3)   

                
         

  
                       (4) 

There is a forward linear motion in a straight line if vl = vr, the 

wheels rotate in place about the midpoint of the wheel axis if 

vl = −vr and there is a rotation about the left and right wheel if 

vl = 0, vr = 0 and R = l/2. Using differential kinematics, 

robots can quickly move and change their direction because 

of more degrees of freedom. The rear wheels are driven by 

the Pulse Width Modulation (PWM) signal generated from 

the processor, which in our case is ATmega328P. PWM 

signal affects the differential drive and motion of the wheels. 

 

2.5. Maze traversal 

Left wall follower algorithm has been used for maze 

traversal, which moves following the sequence in Fig. 7. 
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Fig. 7 Movement Precedence in Left Wall Follower 

Algorithm 

The first agent, irrespective of the target's position, always 

prefers the left path over a straight path and straight path over 

the right one. However, the second Robot has to eliminate the 

mistakes made by the first Robot to avoid reaching the dead 

ends. The information about the Maze structure and decisions 

made at every junction gathered by the first agent must be 

moulded into the appropriate payload that can be sent through 

the Bluetooth module HC-05 to the second Robot. 

Table 2. Encoded Binary Values of the Decisions made by 

the Robot 

 Decision  Bits 

 Left  001 

 Straight  010 

 Right  011 

 U-turn  101 

The payload for the Bluetooth communication can be 

generated by encoding the Robot's distance between the 

points of interest, but for the implementation of this, we need 

an encoder. However, our implementation algorithm encodes 

the decision made at every junction and does not require an 

encoder's integrated circuit. 

In this implementation model, all the junctions are assigned a 

number that gives the junction position. Then, the decisions 

made at each junction are sent as a string of encoded binary 

data which are later decoded by the second Robot in the 

course of finding the most optimal path. All the possible 

decisions that can be made at any junction are encoded using 

3-bits as shown in Table 2. 3-bits have been used to encode 

four possible decisions because, during the decoding step, the 

second Robot substitutes the undesired decisions with bits 

"000" to eliminate those decisions. Thus, the use of 2-bit 

encoding would have caused a problem while eliminating the 

undesired message bits. 

 

RESULTS 

From the initial position, the first Robot traversed the Maze, 

and the required decisions at the junctions were taken based 

on the priorities provided by the left wall follower algorithm. 

The final path travelled by the first Robot is displayed in Fig. 

8. The Robot detected the target (smoke) at the finish position 

using MQ-2 Gas Sensor, as shown in Fig. 10. For the 

detection of the target, the sensor analogue output voltage 

was read, and when it reached a certain threshold, the target 

detection decision was taken as positive and subsequently, 

the first Robot was stopped for any locomotion after that. 

 
Fig. 8 Path Travelled by First Robot 

 

 
Fig. 9 Path Travelled by Second Robot 

Both the master and slave LEDs setup HC-05 blinked at the 

rate of two fast blinks every two seconds, indicating that they 

have paired with each other. The encoded decisions taken at 

the junctions were then decoded and were sent to the second 

Robot via Bluetooth. 

 
Fig. 10 Detection of Target at the Finish Position 

Thus, based upon the decoded message, the second Robot 

traversed the Maze in the shortest path possible as 

demonstrated in Fig. 9. The decision taken at various 

junctions by the first Robot are: 

S L U S L U S L U L S U L 

Here, 'S' denotes the straight path, 'R' denotes right direction, 

'L' signifies left and 'U' means U-Turn. The decoded 

decisions sent to the second Robot are: 

S R R S R 

We also examined the PWM waveforms of DC motors (Fig. 

11). The direction of current H-Bridge flow was changed, and 

the Robot was moved in left, right, clockwise and 

anticlockwise direction. From the PWM waveforms, we 

observed that motor 2 is mobilized 75 percent of the time 

during motion in the left direction, and motor 1 is used the 
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most during rightward motion. During both left and right 

motion, the other motor remains stationary while one is 

moving. Similarly, for the motion in the clockwise direction, 

both the motors are operated most of the time, and they are 

least exploited in the anticlockwise direction. 

 

 
                                            (a)                               (b) 

 

 
                                                      (c)                               (d) 

Fig. 11 PWM Waveforms of DC Motors (a) when the motor 

was moved in the left direction (b) when the motor was 

moved in the right direction (c) when the motor was moved in 

the clockwise direction (d) when the motor was moved in the 

anticlockwise direction 

 

CONCLUSION AND FUTURE ENHANCEMENTS 

This paper demonstrated the concept of swarm robotics in 

Maze solving using Left Wall Follower Algorithm. We also 

used a new method to encode the bits while communicating 

through Bluetooth. By using castor wheels,  H-bridge and  

DC  motors with differential kinematics for locomotion and 

interface, we avoided unforeseen problems like slippage, 

circuit damage and rotation issues. 

 

In the future, we plan to use robust IR sensors that work 

under various lighting conditions, integrate the camera with 

the robots to map the Maze surrounding and implement 

dynamic path planning. We will also use the IEEE 802.11 

protocol for communication and add more robots in the 

swarm. 

ACKNOWLEDGEMENTS 
We would like to express our sincerest gratitude towards the 

Robotics Club, Pulchowk Campus, Tribhuvan University for 

providing valuable suggestions. We also thank all the 

reviewers for their valuable input to the work. 

 

 

 

 

 

 

 

REFERENCE 
1. Erol Sahin, William Spears, and Alan Winfield. 2007. 

Swarm Robotics. 

2. Gerardo Beni. 2004. From swarm intelligence to swarm 

robotics. Volume 3342. Pp. 1–9. 

3. Ross D. Arnold, Hiroyuki Yamaguchi, and Toshiyuki 

Tanaka. 2018. Search and rescue with autonomous flying 

robots through behaviour-based cooperative 

intelligence—Journal of International Humanitarian 

Action. 

4. A.Karasi and A. P. S. Rathod. Finding a safe path and 

locations in the disaster-affected area using swarm 

intelligence. 2016. In 2016 International Conference on 

Emerging Trends in Communication Technologies 

(ETCT). Pp. 1–5. 

5. Sanfeng Zhang, Lianjie Li, Shifu Wang, Lifeng Liu, Fei 

Yang, and Zhiyong Wang. 3d aircraft path planning for 

hostage rescue by artificial immunity algorithm. 2019. 

IOP Conference Series: Materials Science and 

Engineering. 490:042005. 

6. Alan Winfield, Christopher Harper, and Julien Nembrini. 

2006. Towards the application of swarm intelligence in 

safety-critical systems. Pp. 89 – 95. 

7. Alec Banks, Jonathan Vincent, and Keith Phalp. Particle 

swarm guidance system for autonomous uncrewed aerial 

vehicles in an air defence role. 2008. Journal of 

Navigation. 

8. Ying Tan and Zhong Yang Zheng. Research advance in 

swarm robotics. 2013.  Defence Technology. 

9. Y. C. Hsieh and Peng-Sheng You. An artificial 

intelligence approach for the stable waste collection 

problem. 2014. Applied Mathematics Information 

Sciences. 8:283–291. 

10. R Ismail, Z Omar, and S Suaibun. Obstacle-avoiding 

Robot with IR and PIR motion sensors. 2016. IOP 

Conference Series: Materials Science and Engineering. 

152:012064. 

11. Samiur Rahman, Sana Ullah, and Sehat Ullah. Obstacle 

detection in an indoor environment for visually impaired 

using a mobile camera. 2018. Journal of Physics: 

Conference Series, 960:012046. 

12. Yin Win, Nitin Afzulpurkar, Chumnarn Punyasai, and Hla 

Htun. 2011. Ultrasonic system approach to obstacle 

detection and edge detection. Sensor and Transducer. 

127:56–58. 

13. Adarsh Sasidharan, S Kaleemuddin, Dinesh Bose, and K 

Ramachandran. Performance comparison of infrared and 

ultrasonic sensors for obstacles of different materials in 

vehicle/ robot navigation applications. 2016. IOP 

Conference Series: Materials Science and Engineering. 

149:012141. 

14. Baharuddin Mustapha, Aladin Zayegh, and Rezaul Begg. 

Ultrasonic and infrared sensors performance in a wireless 

obstacle detection system. 2014. Proceedings - 1st 

International Conference on Artificial Intelligence, 

Modelling and Simulation, AIMS 2013. 487–492. 

15. Carlos Fernandez, Raul Domınguez, David 

Fernandez-Llorca, Javier Alonso, and Miguel A. Sotelo. 

2013. Autonomous navigation and obstacle avoidance of 

a micro-bus. International Journal of Advanced Robotic 

Systems. 

16. Silvia Coradeschi, Hiroshi Ishiguro, Minoru Asada, Stuart 

Shapiro, Michael Thielscher, Cynthia Breazeal, Maja 

Mataric, and Hiroshi Ishida. 2006. Human-inspired 

robots. Intelligent Systems, IEEE. 21: 74– 85. 

17. Xianghai Wu. 2009. Human-inspired robot task teaching 

and learning. 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 157 
 

18. Gordon D.M. 2016. From the division of labour to the 

collective behaviour of social insects. 1101–1108. 

19. Jennifer Fewell. 2003. Social insect networks. Science 

(New York, N.Y.). 301: 1867–70. 

 

 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022 

                        

     Page | 158 
 

The Pattern of Principal Instructional Leadership  

at Indonesian Senior High Schools 

 
[1]

Rahayu, S, 
[2]

Usman,H. 
[3]

Wibawa, S 
[1]

Yogyakarta State University,
[2]

Yogyakarta State University, 
[3]

Sarjanawiyata University                                                 
[1]

yustinasrrh@gmail.com,
[2] 

husainiusman@gmail.com 
[3]

sutrish@gmail.com 

 

Abstract 

This research aimed to find an effective pattern of instructional leadership for high school principals. This research was 

conducted using the qualitative approach. This research was conducted by analyzing and discussing effective instructional 

leadership practices in reference schools, as well as to find best practices that could have an impact on other schools. This 

research used the research object at the referral high schools in the Special Province of Yogyakarta, Indonesia, to determine 

what characteristics made effective instructional leadership in some of these reference schools. This research found that the 

principals inclusively carried out the instructional leadership in establishing the vision, instructional program, instructional 

supervision, and instructional evaluation by involving and giving greater autonomy to the staff, and indirectly executed 

through the development of a conducive culture and climate. Generally, instructional leadership practice starts from a 

complete understanding of the learning vision, communicating the vision, and then realizing the vision through the culture 

and school climate. The following vision is realized in the instructional program, instructional supervision, and instructional 

evaluation that are carried out inclusively by involving and giving greater autonomy to vice-principals, teachers, and staff. 

Monitoring and evaluation activities are carried out, including ensuring teachers teach the required curriculum, encouraging 

them to involve students in activities, meeting teachers individually to discuss student progress issues, discussing student 

learning outcomes with teachers, and requesting teachers to send reports on student progress to parents. Overall, learning 

evaluation is carried out jointly between the principal, teachers, and staff, both mutually (in formal meetings) and in personal 

consultations. 

 

Keywords 

Principal Instructional Leadership, Effectiveness, Senior High School 

 

INTRODUCTION 

Instructional leadership is one of the school leadership 

models that has become a research topic in the last few 

decades (Hallinger & Hosseingholizadeh, 2019). The early 

concept of instructional leadership was developed in the 

effective school movement in the 1980s in the United States 

(Hallinger, 2018). Early research in the 1980s demonstrated 

the vital role of principals in learning success (Hallinger & 

Murphy, 1985). Instructional leadership focuses on student 

learning processes and outcomes, deep and ongoing 

involvement in learning and curriculum issues, and having a 

stake in various activities to improve teaching and learning in 

schools (Shaked, 2020; Brazer & Bauer, 2013; Neumerski et 

al., 2018). The application of instructional leadership has 

been shown to positively correlate with student academic 

outcomes (Glickman, Gordon, & Ross-Gordon, 2017). 

Although the principal's instructional leadership has a direct 

and low impact on student achievement (Hallinger & Heck, 

2011a, 2011b; Heck & Hallinger, 2014), it contributes to 

higher student achievement growth than other leadership 

styles (Bush & Glover, 2014; Murphy, Neumerski, Goldring, 

Grissom, & Porter, 2016; Hallinger, 2003). As a senior 

teacher, a principal plays an essential role in the 

administrative aspect and as a leader who provides direction 

in achieving learning goals (Shaked, 2020). The learning 

goals are students' academic success, such as their knowledge 

breadth and depth in various disciplines, creative and 

analytical thinking skills, building a love for learning, and 

sparking curiosity (Pritchard, 2013). 

Early studies (Hallinger & Murphy, 1985) revealed that the 

personality characteristics (trait theory) of ideal principals 

(strong mindset, directives, top-down management, and 

charisma) determine the effectiveness of the learning process 

in schools. During the 1990s, the instructional leadership 

model was widely criticized for focusing too much on the 

heroic role of individual principals. In recent studies, the 

concept of instructional leadership has developed not only to 

focus on the ability of principals (exclusive) but also 

inclusive leadership, such as involving staff, shared 

leadership (Breyer, 2014; Seobi & Wood, 2016), distributed 

leadership (Almarshad, 2017), internal and external 

collaboratives (Erdal et al., 2016; Kaparou & Bush, 2016), 

and transformational leadership (Quin et al., 2016; Nedelcu, 

2013; Almarshad, 2017). 

Studies of recent years have also found that the instructional 

leadership effectiveness on learning processes and outcomes 

is not performed directly yet indirectly, such as by building 

school culture and school climate: such as by regulating work 

processes, relationships, and involvement (Heck & Hallinger, 

2014; Hallinger & Hosseingholizadeh, 2019). Another study 

(McNeill et al. 2018) suggests the importance of principal's 

instructional leadership in the practice of scientific learning. 

This study found that principals' leadership practices focused 
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more on imparting knowledge; however, few focused on 

scientific learning practices. 

Instructional leadership or teaching leaders is different from a 

principal's duties as a regulator or a manager in many ways. A 

principal who focuses as a manager is generally too focused 

on strict administrative tasks than a principal who acts as an 

instructional leader. The latter role involves setting clear 

goals, allocating resources for instruction, implementing 

curriculum, monitoring lesson plans, and evaluating teachers. 

In contrast, Instructional Leaders prioritize the quality of 

teaching as a school's top priority and strive to set that vision 

into reality (Lunerberg & Irby, 2006). 

Murphy (1988) suggests four critical dimensions for 

instructional leadership: 1) Developing mission and goals, 2) 

Managing the educational production function, 3) Promoting 

an academic learning climate, and 4) Developing a 

supportive work environment. Spillane, Halverson, and 

Diamond (2004), through a literature study, identified that 

instructional leadership has several functions: 1) building a 

learning vision, 2) developing and managing a conducive 

school culture, 3) procuring and distributing resources, 4) 

supporting growth and teacher development both 

individually and collectively, 5) providing supervision and 

learning innovation both summative and formative, and 6) 

building a school climate. Hallinger (2011) developed 

indicators and instruments for the practice of instructional 

leadership known as the Principal Instructional Management 

Rating Scale (PIMRS), consisting of three dimensions. The 

first dimension relates to school leadership's role in 

formulating the learning process's objectives and academic 

outcomes that are easy to understand and assess; the principal 

must also socialize these goals to various stakeholders. The 

second dimension is to manage instructional programs, 

which relates to the role of school leaders in planning, 

monitoring, and evaluating the implementation of learning. 

The third dimension is to develop a positive school learning 

climate and culture. 

This research aims to find an effective instructional 

leadership pattern for high school principals. Hallinger 

(2018) suggests that the effectiveness of a principal's 

instructional leadership can differ depending on the context. 

This research discusses the principal's instructional 

leadership at high schools. Principal leadership in high 

schools plays a role as learner leadership to prepare future 

generations to be more dynamic, complex, and uncertain. 

School leadership plays a role in developing the future 

generations’ characters: religious, active, creative, 

innovative, and solutive in facing various opportunities and 

challenges in the digital era, complexity, and environment 

dynamics (Kemendikbud, 2014). Pattern-oriented leadership 

focuses on personal leadership and antecedents (influence 

factors) and their impacts (Arnold et al., 2017; McClelland & 

Boyatzis, 1982). Pattern is an arrangement or configuration 

of regular shapes through repetition, similarity, consistency, 

modularity arrangement, and interrelated components. It is a 

technique of matchmaking, dominant, integrated, or central 

characteristics (Creswell, 2014).  

 

 

RESEARCH METHOD 

This research used a qualitative approach through interviews 

with five principals at high schools in the Special Region of 

Yogyakarta province, Indonesia. A sampling of five regions 

to represent the region's various socio-cultural, economic, 

and geographical statuses. Referral schools were schools that 

had met or exceeded the National Education Standards and 

developed programs of excellence following the school's 

potential and the needs of the community. This research used 

the research object of reference schools to know what 

characteristics made effective instructional leadership in 

some of these referral schools. The qualitative analysis was to 

delve deeper into the practice of instructional leadership in 

the schools. The data collection activities through 

observations and interviews were carried out from September 

2019 to January 2020. The research subjects were the 

Principals (Key Informant), vice-principals, and teachers in 

the five high schools. In-depth individual interviews, lasting 

an average of one hour each, were conducted in each of the 

five schools. In each school, researchers interviewed the 

principals and senior teachers. The senior teachers were 

selected in each school based on years of experience working 

with the current principals. The qualitative data analysis was 

continued with developing an initial description of the 

instructional leadership practices that each principal often 

applied. This was done by comparing the perceptions of 

principals, vice-principals, and teachers to see the extent to 

which the interviewees had agreement or disagreement. 

Furthermore, a comparative analysis was carried out among 

the five schools. 

RESULT, DISCUSSION AND CONCLUSSIONS 

 This research found that several common characteristics 

made instructional leadership effective in several reference 

schools. They were: (1) the learning was started from the 

school's vision and curriculum, which were implemented 

through a conducive culture and climate; (2) the curriculum 

implementation planning, and learning supervision and 

evaluation were carried out inclusively through guidance, 

discussion, consultation, collaboratively.  

 

 
 

In carrying out the general instructional leadership, the 

principals of the referral high schools started from a complete 

understanding of the vision of both the school vision and the 

national education vision implemented in the curriculum. 
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The school's vision was prepared jointly by school leaders, 

teachers, education staff, including soliciting input from 

students' parents through the school committee; hopefully, 

the vision was compiled into a shared vision. (P1d, 

05/09/2019). The teachers were required to implement the 

school's vision and mission during teaching and learning 

activities. "Our vision is the spirit; it must be the soul of every 

human being in this school" (P1c, 03/10/2019). “The school's 

vision is a spirit that will provide energy for us to make it 

happen. Every member of the school must live this vision” 

(P1d, 05/09/2019). Every principal hoped that teachers had a 

vision and mission in learning. Through vision, teachers 

would have the ability to innovate to realize the school's 

vision and education vision in the learning curriculum (P2c. 

04/10/2019). 

The next vision was realized through culture (habituation) 

and a conducive climate in both academic and non-academic 

programs. The communication on the vision and cultural 

development in the five reference schools was carried out at 

every event, for example, in ceremonies, displayed in the 

front hall, through writing on posters and pamphlets, pictures, 

articles on wall magazines, and written documents in 

announcements or circulars (P2a, 04/09/2019; P1c. 

03/10/2019), so that teachers, students, parents, and school 

stakeholders could see it easily (P2a, 04/09/2019). Principal 

C used the slogan the school of leadership and continuously 

conveyed it. Hence, it became the vision of every school 

community to lead graduates to become future leaders, 

leaders in all fields, and useful for development. 

The next vision was realized in program planning, 

supervision, and evaluation of instructional programs. In 

general, the principal's role in successfully implementing the 

new curriculum was not carried out exclusively, namely 

principal-centered leadership. However, it was carried out 

inclusively by involving the vice principal in the field of 

curriculum, teachers, school committees, and parties related 

to developing curriculum at the education unit level. 

Democratization, the implementation of curriculum 

management, placed managers, implementers, and students 

in the proper position in carrying out their duties with full 

responsibility to achieve curriculum goals. School resources, 

in this case, teachers, staff, and special service officers as 

educators and education staff, were optimized in the division 

of tasks by teaching according to their educational 

background and competency skills (P1a, 03/09/2019). The 

principals gave full autonomy to the teachers to develop 

teaching materials, teaching materials, learning models, 

teaching methods, and learning media, while still referring to 

the applicable provisions or curriculum; if there are 

difficulties, they were discussed in the Subject Teacher 

Consultation and consulted with the principal and/or 

supervisor” (P1a, 03/09/2019). Of course, this was done by 

monitoring the principals and supervisors under applicable 

regulations 

 

3.1 Instructional Program 

Schools responded to policies related to curriculum changes 

with work programs in the field of curriculum, including 

management of instructional resources (inputs), teaching and 

learning process (throughput), and performance monitoring 

(output). The resource management included: procurement of 

curriculum tools, workshops on learning preparation, 

workshops and revision of Education Unit Level Curriculum, 

procurement of learning tools, improvement of teacher 

competencies related to 4C competencies (Critical Thinking, 

Communication, Collaboration and Creativity, and 

Innovation), increasing teacher capabilities with information 

technology, and the evaluation tools learning (P1b. 

11/10/2019), in collaboration with supervisors, as well as 

reference school resource persons (P2b. 11/10/2019). 

Regarding teacher readiness, the schools have sent teachers 

to attend training (workshops). Many teachers were left 

behind in the early stages of changing and revamping the new 

curriculum; however, by workshops and mentoring, students 

and teachers finally got used to the curriculum (P1a, 

03/09/2019; P1b. 11/10/2019). The schools also facilitated 

continuous professional development activities for teachers, 

especially subject teacher deliberations at the schools and 

regency levels. The innovations related to improving learning 

were e-raport workshops, stem workshops, (Higher Order 

Thinking Skills (HOTS)-based assessment workshops, and 

classroom action research assistance (P3a, 29/01/2019). The 

learning and assessment workshops were held, including the 

preparation of HOTS questions and computer-based 

questions” (P1c, 03/10/2019; P2a, 03/09/2019). Planning for 

infrastructure played an essential role in implementing 

learning, culture, and a favorable school climate. The 

principals acted as facilitators to prepare facilities and 

infrastructure that supported the implementation of the 2013 

Curriculum by gradually budgeting in the activity plans and 

school budgets, such as procurement of textbooks both 

teacher and student books, procurement of LCDs, printers, 

laptops, wi-fi networks, and learning media (P1a, 

03/09/2019). The financial resources were managed well by 

the treasurers under their jobs; the funds from the Committee 

and Regional School Operational Assistance were accounted 

for periodically” (P1a, 03/09/2019). 

In terms of throughput, the instructional program consisted of 

programs of academic and non-academic activities. The 

knowledge improvement was carried out through academic 

programs. The skills improvement was carried out at 

extracurricular activities, both individually and in groups. 

The attitudes and behavior improvements were through 

motivation, exemplary, and school culture and climate 

development. The principals of the five high schools 

emphasized that it was also essential to create an excellent 

atmosphere to create excellent and conducive learning 

conditions. The principals in the five referral high schools 

had strategies in agendas (activities) for learning activities 

implemented by building an organizational culture that could 

be seen in the habits. 

Academic programs were mandatory programs carried out by 

reference schools, namely: Quality Improvement and 

Natioanl Standard Fulfillment, which consisted of syllabus 

analysis and learning implementation plans; development of 

assessment based on information and communication 

technology; development of HOTS questions; the Ministry of 

Education and Culture's Policy Implementation Program 

which included Character development; and Implementation 

of local content development. Various activity programs for 
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academic achievement development at School A (P1a, 

03/09/2019): material deepening, providing achievement 

motivation, try out, scientific competitions, National Science 

Olympiad assistance, literacy movement, reading culture, 

ready for university mentoring, mastery learning program, 

e-report, and e-library. various program activities for 

developing non-academic achievements: referral schools, 

healthy canteens, accredited libraries, e-report, Training of 

Trainers (ToT) program in team teaching, Extras based on 

talent and demand, schools based on arts and culture, and the 

talent development for sports and artistic achievements. 

The strategies carried out by the principals in building 

scientific attitudes and behavior (solving scientific-based 

problems) were to build a climate and culture, such as 

through habituation, motivation, and exemplary in both 

academic and non-academic activities (P1a, 03/09/2019; P1b. 

11/10/2019; P1c, 03/10/2019). Scientific learning started 

from observing the environment, identifying problems 

(inquiring), reasoning (finding theories to solve problems, 

solving problems, and finally, the communication process 

and forming networks. 

The five schools built a positive culture and climate by 

encouraging the students to respect humans and the 

environment. The culture was developed in writings, slogans, 

and mottos needed to build awareness and good habits (P1a, 

03/09/2019; P1b. 11/10/2019; P1c, 03/10/2019), and 

exemplary (P2a, 04/09/2019). Various program activities for 

the development of academic achievement at School B (P2b, 

20/01/2020): the healthy school program, the services for 

students with extraordinary intelligence, and the guide to be 

success in national exams and passing universities. 

Furthermore, to develop the talents and interests of our 

students, we developed compulsory and optional 

extracurriculars. 

School C developed the safe school program, school of 

leadership program, and the entrepreneurial spirit; “safe” 

schools are schools where the students and other school 

members feel comfortable and happy to be in the school 

environment performing learning activities, both curricular 

and extracurricular. The School Literacy Movement existed 

in three schools. The School Literacy Movement is a 

comprehensive effort to make schools a learning organization 

whose citizens are lifelong literate through public 

involvement. School D carried out continuous development 

for students in addition to classroom learning according to the 

curriculum. The school gave priority to academic activities 

through tutoring, training to improve achievement in subject 

and scientific competitions, optimizing information and 

communications technology-based learning in schools, and 

English (P1d. 11/09 2019). 

The discipline culture in the five schools was instilled 

through daily activities such as getting to school on time, 

entering class on time, not being late at the flag ceremony, 

and fully dressed according to the daily provisions. School C 

applied a point system for the students covering several 

aspects of discipline (P1a, 03/09/2019). At the same time, 

School A used a fingerprint system (P1a, 03/09/2019). 

The clean-and-healthy-living culture was developed through 

habituation activities such as the healthy culture by washing 

hands and throwing garbage in its place and, according to its 

type, the culture of loving the environment (P1a, 03/09/2019; 

P1b. 11/10/2019; P1c, 03 /10/2019). The events held by the 

schools were almost entirely the responsibility of the students 

who were also the members of the events, thus training their 

independence and responsibility. The human respect culture 

was built with the culture of smile, greeting, salutation (P1a, 

03/09/2019). The positive school cultures were built on a 

shared commitment by all school members. The exemplary 

came from the principals and teachers as parents. (P2a, 

04/09/2019). The development of attitudes, caring, creative, 

and innovative behavior was manifested in a culture 

(habituation) and conducive climate, therefore the student 

character development did not stop at school but became 

habituation in the family and community (P1a, 03/09/2019; 

P1b. 11/10/2019; P1c, 03/10/2019). The skills improvement 

should have been carried out at extracurricular activities. The 

principals emphasized that it was also vital to create a good 

atmosphere at school to create excellent and conducive 

learning conditions. 

Various program activities for the development of academic 

and non-academic achievements in schools were written in 

the School Work Plan, and were socialized to all school 

members, committees, teachers and parents, so that all parties 

supported these activities (P1a, 03/09/2019; P1b. 

11/10/2019). The principals played a role in socializing the 

new curriculum, preparing and developing human resources, 

preparing infrastructure, and providing instructional strategy 

directions. The socialization was carried out, such as at flag 

ceremonies and meetings. The preparation and development 

of human resources were through training and mentoring. 

The schools carried out workshops and mentoring themselves 

as well as mentoring by supervisors. The principals guided 

teachers in implementing the Curriculum and were further 

strengthened in classroom supervision and direct direction by 

the principals themselves. Indeed, learning implementation 

plans cannot be separated from the syllabus because the 

syllabus is a guideline for making learning implementation 

plans. Principals are usually only direct input/direction from 

them regarding the components of the learning 

implementation plan, namely an identity that includes the 

name of the school, theme, sub-theme, learnings, time 

allocation, basic competencies, material indicators, methods, 

learning media, and learning steps. There are initial, core, and 

final activities; the last one is to conduct an assessment. 

Principals always encourage teachers to have better teaching 

plans, communicative teaching methods according to the new 

curriculum, participate in professional development 

activities, and achieve higher education (P1b. 11/10/2019). 

 

3.2 Instructional Supervision 

The principals conducted academic supervision in 

collaboration with the School Supervisor, and were assisted 

by the Supervisor Team doubled as the Teacher Performance 

Assessment (TPA) Team. The supervision was scheduled 

once a semester, while the TPA was carried out twice 

annually. The monitoring was carried out in every aspect of 

activities to ensure activities could be carried out under the 

program (P1c, 03/10/2019). The principals carried out the 

monitoring in senior teachers, including TPA Assessors. The 

TPA Assessor Team assisted the principals in supervising 
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both planning and implementation (P2c, 04/10/2019). The 

monitoring was done through CCTV, performed by the IT 

admins who monitored the student attendance, the picket 

teachers who monitored and handled learning per class to 

ensure that it ran well, and the principals and vice-principals 

of curriculum division. The supervision was carried out by 

school principals and supervisors, and the TPA assessment 

by the school principals and the TPA assessor team, every 

November each year. According to P1c, the supervision was 

carried out once a year through TPA, learning documents, 

and classroom implementation. The student attendance was 

monitored through fingerprints by the IT admin, which was 

then reported on the condition of student attendance through 

the discipline group, the picket teachers who monitored and 

handled learning per class to ensure it ran well, and the 

principals and vice-principals of curriculum division; using 

CCTV. The teachers were free to choose and innovate their 

learning models (P1c, 03/10/2019). The monitoring was 

carried out in every aspect of activities to ensure they could 

be carried out under the program. "We evaluate learning 

performance with the PKG teachers, both formative and 

summative" (P2c, 04/10/2019). 

The principals provided simple directions on implementing 

scientific learning, especially the importance of student’s 

motivation, critical, active, creative, and innovative attitudes 

and behavior towards knowledge of theory and practice in 

life rather than just theoretical knowledge (memorization). 

The teachers and employees were managed and encouraged 

to have better teaching plans, communicative teaching 

methods according to the demands of curriculum participated 

in professional development activities, and achieved higher 

education (P1b. 11/10/2019). The principals routinely 

received monitoring in the preparation of learning tools, even 

starting at the beginning of the semester by signing the 

learning planning document. Then periodically, the teachers 

were also monitored by the principals and supervisors in 

verifying the planning and implementation of learning 

documents (P1c, 03/10/2019). The learning was monitored 

from the preparation carried out by the teachers to the 

reporting. “As a reference school, our documents are 

complete because one of our functions is as a reference for 

other schools” (P1d, 05/09/2019). The issue of monitoring 

and evaluation was fundamental related to maintaining 

school quality. “We carry out monitoring assisted by the 

vice-principal, and we carry out joint evaluations 

periodically” (P1e, 07/10/2019). 

After supervising, the principals then analyzed possible ways 

to improve the school successfully. Principal A, among 

others, always supported and encouraged the teachers and 

students to create better school programs in the future (P1a, 

03/09/2019). The principals carried out this feedback activity 

to strengthen and coach learning activities that have been 

supervised previously. In the implementation of this 

supervision, the main target of feedback activities was 

teaching and learning activities. The principals analyzed the 

observations so that they could be used as improvement 

programs to improve teacher performance. Feedback 

activities were utilized for the development of teaching skills 

and teacher professionalism. With feedback, it would provide 

an opportunity to encourage teachers to improve their 

appearance and performance. 

The principals applied distributed leadership by giving the 

teachers full authority in the learning process in the 

classroom. Teachers are leaders in their respective classes 

(P3a, 29/01/2020). Class visits. The indirect supervision 

through CCTV, and meetings held by the principals, made 

this supervision implementation improve in learning. The 

principals always had discussions with the teachers to 

observe and supervise the difficulties in improving the 

quality of learning because, in this way, the principals could 

get information about the weaknesses and strengths of the 

learning in the classroom. 

The principals observed directly and indirectly (through) to 

provide input to teachers about teaching methods and 

students. The principals communicated the barriers with the 

teacher (P1a, 03/09/2019). Communication is the main thing 

to do to overcome obstacles. Likewise, with school B, the 

principal discussed the obstacles with the teachers, staff, and 

the school community (P1b. 11/10/2019). The supervision 

results were evaluated with the help of school supervisors, 

and used for improvement in the following semester. The 

vice-principal of the curriculum division coordinated these 

activities and assisted in implementing and reporting (P2a, 

04/09/2019). “We verify the RPP with the PKG Team on the 

RPP components, both KI, the appropriate KD, learning 

models, Learning Media, and their assessment. We are 

accompanied by the school supervisor, too” (P1b, 

11/10/2019). 

In implementing the supervision, the principals treated the 

teachers as the people who could progress and develop better. 

The Supervision implementation was not just carrying out 

tasks, looking for teacher mistakes, or being patronizing. 

However, it was a systematic and sustainable coaching 

process. In supervising, the principals were not autocratic but 

required a creative attitude in solving various problems in the 

learning. In this case, the principals always listened to the 

teachers' input when conducting the supervision. The 

principals always created situations where the teachers felt 

comfortable and accepted as subjects who could develop 

themselves. The difficulties and complaints of teachers were 

addressed by the existence of IT improvement workshops, 

mastery of learning methods, assessment, questions writing, 

and the fulfillment of infrastructure related to the learning 

(P2a, 04/09/2019). 

The principals supervised learning with the concept of 

controlling (supervising) the learning process without the 

teachers feeling supervised and without the impression of 

being teachers. The supervision was the learning process in 

the classroom and the attitudes and behavior of students 

outside the classroom. This was done through CCTV, for 

instance. The monitoring and evaluation were carried out by 

ensuring the teachers teach the required curriculum, 

encouraging them to involve students in activities, meeting 

with teachers individually to discuss student progress issues, 

discussing student learning outcomes with teachers, 

requesting teachers to send reports on student progress to 

parents. Whenever the teachers felt difficulty implementing 

the curriculum learning, the principals guided them through 

discussions about the obstacles and challenges in curriculum 
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implementation; especially, the new 2013 curriculum, whose 

characteristics are different from the previous curriculum. 

 

3.3 Instructional Evaluation 

Schools have regular agendas of official meetings, plenary 

meetings, and limited meetings to discuss programs that will 

be implemented, whether programmed or not, and evaluate 

activities that have been carried out. Principals arrange 

regular meetings with all teachers to discuss future planning. 

For the most part, they revise the goals of existing schools. 

Principals hold a special meeting to design a school plan 

together with the teachers. In this meeting session, principals 

and the teachers shared the teachers' ideas (P2a, 04/09/2019). 

The curriculum requires that the evaluation of student 

learning outcomes use authentic assessment. Authentic 

assessment is more focused on complex or contextual tasks. 

Conventional assessments used to measure achievement, 

with multiple-choice, true-false, matchmaking, and so on, 

have failed to determine students' actual performance. Such 

tests are seen as failing to obtain a complete picture of 

students' attitudes, skills, and knowledge concerning their 

real lives outside of school or society. Types of authentic 

assessments, which include: (1) performance appraisal, (2) 

project appraisal, (3) portfolio assessment, and (4) written 

assessment. Principals open up vast opportunities for 

teachers to develop the development of learning evaluation 

tools. The teacher stated that they would prefer the principals 

to give her a target with the freedom to create their teaching 

methods and develop their learning evaluation tools. Good 

cooperation between principals and the teachers can be 

created when the principals provide flexibility in teaching 

and learning activities, such as autonomy in making their 

learning evaluation tools. 

  Learning evaluation is carried out qualitatively and 

quantitatively; it can differ according to their talents and 

interests, which becomes a challenge for teachers. Principals 

and teachers need to carry out continuous process evaluations 

through close monitoring of processes and achievements. 

Assessment is based on the student's progress in learning 

(relative to himself in the previous period). Overall, learning 

evaluation is carried out jointly between the principal and 

teachers and staff both jointly (in meetings) and personal 

consultations. Learning evaluation is carried out to evaluate 

achievements, process barriers for continuous improvement. 

Evaluation of learning performance is carried out using 

Teacher Performance Assessment, both formative and 

summative. Evaluation determines the value and significance 

of the activity. The evaluation also helps schools to develop 

existing school programs or create new ones. Each school 

principal conducts regular evaluations through school 

meetings with teachers and school stakeholders. Principal A 

tries to innovate by making feedback forms for teachers and 

students to fill out (P1a, 03/09/2019). Forms are distributed at 

the beginning and end of the school semester, consisting of; 

(1) supervisor form, filled out by the principal, (2) teacher 

reflection form, filled out by the teacher, (2) student 

reflection form, filled out by students. 

The principal in providing feedback using instruments that 

have been prepared previously, the principal himself is 

expected to be able to provide feedback and evaluation so 

that the results of the implementation of supervision are clear. 

The principal analyzes the results of the implementation of 

supervision to determine the strengths and weaknesses of the 

supervised teachers as a reference for providing feedback. 

Weaknesses and the advantages of teachers in carrying out 

learning, the level of mastery of teacher competencies, then 

sought solutions for coaching and feedback so that teachers 

can correct existing deficiencies while maintaining 

excellence in carrying out learning. Therefore, with feedback 

in the implementation of academic supervision, the principal 

will provide improvement programs to teachers to correct 

their shortcomings during the implementation of subsequent 

academic supervision. 

School principals involve teachers in developing learning 

evaluations. This is because the teacher is the party who best 

knows the ability or progress of student learning, not the 

principal, supervisor, or structural officials in the Department 

or Service. This is partly because it is the teachers who 

communicate and interact with students in the classroom and 

the school environment daily. The principal gives very 

flexible authority to teachers to assess student learning 

outcomes. Reports on the results of the assessment by the 

teacher are submitted to the principal and other related parties 

(eg homeroom teachers, Guidance and Counseling teachers, 

and parents/guardians) within the specified period. Principal 

A (P1a, 03/09/2019) held an evaluation meeting with his 

teachers to discuss the progress of the school program. 

Meetings take place regularly or spontaneously. The 

principal holds regular meetings with his teachers to evaluate 

the teacher's work. During the evaluation, they discussed the 

results of several school activities based on the standards set 

by the principal as well as the teachers. 

The principal and the team evaluate learning to ensure that 

the class gets learning according to the schedule (P1a, 

03/09/2019). At the beginning of the semester, by 

collaborating with supervisors, the principal ensures that 

teachers are ready with learning planning documents, namely 

semester programs, syllabus assessment programs, and 

lesson plans, by verifying teacher learning planning 

documents. Then further monitor learning in class directly 

with class visits and indirectly through teacher picket reports 

and the use of CCTV in classrooms (P1a, 03/09/2019). 

 

CONCLUSIONS 

The results of this study in general also found that the 

Principals of the Referral High School in DIY were very 

effective in implementing Instructional Leadership, from 

establishing a vision, curriculum development, supervision, 

and evaluation development. The Principals of the Referral 

High School in DIY in carrying out instructional leadership 

in general starts from a complete understanding of the vision 

of both the school vision and the national education vision 

implemented in the curriculum. The vision is then 

communicated to all school members, manifested in a 

conducive culture and climate. Principals in the planning 

curriculum implementation, supervision, and evaluation are 

inclusively involved and gave greater autonomy to waka, 

teachers, and staff. The problems of learning leadership are 

curriculum changes, teacher and principal transfers, teacher 

workloads, diverse student abilities, Solutions to overcome 
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the problems of curriculum changes, teacher and principal 

transfers; teacher workloads are by: involving teachers in 

workshop programs, consultations, and guidance. The 

solution to overcome students' diverse abilities is with 

remedial and enrichment programs for students with 

below-average abilities and multiple intelligences and 

material deepening for students with above-average abilities. 

This study has implications for effective principals' 

instructional leadership patterns amid curriculum changes, 

emphasizing the importance of scientific learning and 

building character (religious, active, creative, innovative). 

The effectiveness of instructional leadership in setting vision, 

planning curriculum implementation, supervising learning, 

and evaluating learning can be achieved through distributed 

leadership, shared leadership, and indirect leadership. 

Indirect leadership is through the development of school 

culture and climate. Distributed leadership, shared 

leadership, and indirect leadership are needed as a driving 

force and controller for students, teachers, and stakeholders 

in shaping students' character in a sustainable learning 

process anywhere and anytime. 

This study has several limitations. First, the research was 

conducted with a qualitative approach so that further research 

is needed in developing instructional leadership assessment 

indicators such as through confirmatory factors analysis. 

Second, the relationship between research variables, such as 

the impact of instructional leadership activities on the quality 

of learning such as: target behavior, culture, and student 

achievement, cannot be measured and identified. Third, the 

research was conducted in several public high schools, which 

are reference schools in Special Province of Yogyakarta, 

Indonesia. The research object was carried out in several 

reference schools in Special Province of Yogyakarta, 

Indonesia, to accommodate regional and cultural differences. 

However, the research results have the opportunity not to be 

applied (as a reference) for schools with different levels, 

private schools, informal or formal schools, and 

homeschooling. Best practice may also exist in the school 

model. 

Further research can be carried out on different levels of 

school, private schools, other model schools (boarding 

schools, informal schools). Fourth, the research was 

conducted on conditions before and after the COVID-19 

pandemic. On the one hand, Pandemic conditions provide a 

research context on environmental dynamics. However, on 

the other hand, they can affect the constraints and 

effectiveness of instructional leadership practices. In 

pandemic conditions, the learning process is often carried out 

through online media. This facilitates dynamic learning; 

namely, learning can be done anytime and anywhere and 

gives students autonomy and independence in learning. 

However, students' attitudes and behavior cannot be fully 

controlled through camera media on gadgets. This becomes 

an obstacle in learning. The research results have the 

opportunity not to be applied (become a reference) for 

different environmental conditions, other technological 

developments, and different government policies. 
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Abstract 

The Project Planning & Scheduling is the second phase of the project life cycle. In this phase, the planner understands the 

contract and define Project Deliverables/ Key Milestones. The planner then creates a detail project plan (also known as 

Detailed Work Programme (DWP)) to guide the execution team. Planner breaks the Project Deliverables in Work 

Breakdown Structure (WBS) and further into activities and assign the required resources to complete those activities. 

Activities are tasks which needs to be performed by the execution team like excavation, concreting and so on. While 

resources are Manpower, Equipment and Material which are assigned to these activities for estimation of activities duration. 

A detail list of WBS and activities are created along with the required resources. All these activities are interconnected 

(using relationship like FS, SS, FF & SF) from start till end to create a working project plan. The planner then coordinates 

with Construction Manager/ Project Manager for validation of the project plan. The project planning & scheduling helps to 

cover the full scope as per contract into a plan which benefits the project by reducing the time, cost, and risk on the project. 

This phase is a vital step in conducting the construction work smoothly. There is a need to understand the importance of 

Project Planning & Scheduling in success of a project. Project Planning & Scheduling directly affects the HR functions in an 

organization. Not limited to this, other departments are affected by the Project Planning & Scheduling phase. There are 

various available software‟s like Primavera P6 or MS Project to assist planner in preparation of project plan. Further, AACE 

provide recommended guidelines (RP) like 39R-06 or 91R-16 on Schedule Development which is very helpful and comes 

handy while preparing the Detailed Work Programme (DWP). Lastly, Risk Register needs to be updated and incorporated in 

project plan. 

 

Keywords 

Project Planning, Project Scheduling, AACE, Planner, CPM, Primavera P6, MS Project & Risk Register. 

 

I. INTRODUCTION 

From olden times till today‟s technological world, planning is 

always considered the most significant tool whose 

importance is growing more with digitalization of 

construction projects. Project planning is the process of 

detailing steps for accomplishing the project within a certain 

time frame by using the available resources. Those steps are 

called WBS (Work Breakdown Structure) which further 

divides into activities leading to preparation of project plan. 

The project plan clearly defines how the project will be 

executed, monitored, controlled, and closed. 

Planner/Planning Engineer plays an important role during 

project planning & scheduling stage. The four important 

factors considered during this stage are scope, milestones, 

deliverables, timeframes, and resources. Detailed Work 

Programme (DWP) contains various plans like Design Plan, 

Utility Diversion Plan, Execution Plan, Resource Plan, 

Budget Plan, Procurement Plan & so on. 

I. Research Aim 

Project planning is the process of doing a project step by step 

by dividing the project into WBS (Work Breakdown 

Structure) & further into activities and scheduling is the 

process of linking the activities using relationship like FS, 

SS, FF & SF and arranging resources and also optimizing the  

 

project i.e. Scheduling is the process of arranging the work 

and also gathering the resources which are required. The 

main aim of the project is to get the importance of project 

planning and scheduling, project planner & project controls 

in the Indian construction sector.  

II. RESEARCH OBJECTIVES 

There are some objectives of the research are given below: 

To evaluate how project planning & scheduling works in the 

construction sector. 

To evaluate how the pre-Project planning reduced the cost of 

the construction. 

Importance of Risk Register. 

To discuss Detailed Work Programme of any successful 

project using Primavera P6 & MS Project. 

III. BACKGROUND 

Project planning and scheduling in the construction sector is 

the process to know what exactly to do, when to do and what 

resources are needed to complete the task. Project planning 

serves as a roadmap for the entire project & project 

management process by breaking down the scope of work as 

per contract into WBS and activities while scheduling is the 

process to identify the resources which are needed to 
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complete those tasks (Prasad, Vasugi, Venkatesan, & Bhat, 

2019). This arrangement of the resources along with the 

activities is called scheduling. It not only handles the pace of 

the work but also handles how the tasks are executed. The 

project management methodology started to grow from 1950 

by the CPM method. The Great Wall of China is a big 

example of project management that was done in the 90s 

century. The project management techniques are largely 

based in 1960 on the waterfall technique. So, the concept of 

scheduling is not new around the world. Mainly, construction 

planning is a challenging and fundamental activity in the 

management of a construction project. A good project plan 

not only calculate timeframe to complete the project but also 

develop the budget of the project. Hence, developing a 

construction plan is a fundamental, challenging & very 

critical task in the management and execution of the project. 

 
Source: (Hendrickson, 2008) 

Figure 1: Construction Planning 

 

In this figure, the project plan is described. Through the 

project plan, the factors which are affecting the construction 

sector are also described. By planning a task, it can help to 

reduce the time and budget of the plan. (Muneeswaran, 

2020).  

Cost is divided further into direct cost i.e. labour, equipment, 

material cost and so on while indirect cost i.e Transportation 

cost, Overhead cost, Depreciation cost, Taxes and so on. 

While Schedule is prepared based on 02 types i.e. Time based 

or resource based.  

The construction planning restricts the further extension of 

the time within which the task or the project must be done. 

The overall project plan has been divided into some tasks. 

Those tasks also need some resources to do those tasks within 

time. The resources are arranged according to the task and 

through managing those tasks, which are the biggest matter 

of scheduling of a project plan.  

II. Literature Review 

The literature review is the section where the whole process 

of planning and scheduling is discussed.  

According to Khun-anod and Limsawasd 2019, there are 

many challenges in the construction projects (Khun-anod, 

2019). Lack of knowledge, skill, and experience are the main 

three barriers to completing a construction project (Dixit, 

2017). The effort directly affects the project's success. Efforts 

are directly proportional to the success of the project. The 

pre-project plan is the process to develop sufficient strategies 

to avoid the risks and arranging resources. Pre-project 

planning is an owner-driven process. The pre-commitment 

process, risk management, and statement of the work process 

are involved in the process of planning (Bhosale, 2017). The 

pre-commitment is the process of committing to something in 

advance. Risk management is also an important one in 

planning. Risk management is the process of controlling 

threats, identifying, and assessing organizational capital. And 

the work process is the process the work has been done. And 

the working procedure is the procedure by which the work is 

going in step by step.  

 

 
Source: (Pat Ferguson, 2015) 

Figure 2: Project Plan 

 

According to Venkateswaran and Murugasan, 2017, the aim 

of the study is the factors affecting to delay of the project 

(Venkateswaran, 2017). And the study also determines what 

factors also affect the budget of the project (Nouban, 2017). 

There are more than twenty factors that can affect the time 

and money of the constriction. The factors which affect the 

cost and the time delay of the project are, 

 

• Insignificant project planning. 

• Underestimate the schedule of the project. 

• Underestimate the cost of the project. 

• Bidding procedure. 

• Long duration of the process. 
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• Project execution based on Experience rather than based 

on Project Detailed Work Programme (DWP). 

• Unethical activities. 

• Poor Procurement Planning. 

• Poor communication with the stakeholders. 

• Negligence in the site visit. 

• No Risk Management Plan. 

Those are the most important factors that affect the project 

time and the cost of the project. Those are the main factors for 

which „planning and scheduling‟ are very important. 

 

According to (Ryad, 2019), planning is the process of doing 

something in some specific steps. And the scheduling is the 

process of gaining resources from the outside and also 

arranges materials to do those steps (Ryad, 2019). There is 

mainly the process of suitability and the efficient existing 

planning method, scheduling the performance and 

development control, scheduling concept and the 

knowledge-based study. The process of scheduling and 

planning goes in some steps. By completing those steps, the 

full project is completed. 

 

 
Source: (Aulin, 2015) 

Figure 3: Planning and Scheduling 

 

The figure contains the basic formula to complete a project 

(Hasan M. L., 2019). In the input stage, the project planner 

needs to have knowledge about the project by going through 

the contract agreement and need to have a good 

understanding about the project plan. The DWP is a 

document which establishes the means of monitoring, 

controlling, and executing the project. The plan is the main 

communication vehicle that can run between the start till end 

of the construction. Measures carried by the efficient 

deployment of team, team knowledge and sustainable project 

control tools or the methods used in the project control, 

decision making, and the recovery plans can further make the 

overall DWP works efficiently. This all will help in following 

the realistic schedule and execution control leading to 

stakeholders‟ satisfaction and the successful project planning 

performance. 

According to Chowdeswari et al. 2017, the planning process 

in the construction industry is to develop the project plan and 

the project documentation. In a construction project, many 

risks can affect the whole project (Chowdeswari, Optimal 

planning and scheduling of high-rise buildings., 2017). To 

maintain the risk measure for the project, we must prepare a 

risk register, and project scheduling which can show the 

relationship between the project activities in order to estimate 

project timings (Issa, 2017). The risk register can identify the 

risks of the project and also gives a sufficient mitigation plan. 

The causes of delay of the projects are insufficient technical 

knowledge, lack of procurement plan, no manpower 

planning, no proper project controls department and absence 

of risk management plan. The risks are the most important 

thing to handle in any type of project. Proper planning and 

scheduling can optimize the whole procedure of the project. 

The project must use those methods to improve the risk 

management of the project. 

IV. RESEARCH METHODS 

The research is based on the importance of the planning and 

scheduling of the project. The methodology of the project of 

research is meant for collecting and gathering the data or the 

information in a relevant manner for exploring the effects of 

some variable and decision-making process. The 

methodology section hereby is delivered to include in which 

way the study will proceed in collecting data after making 

sampling (Kumar, 2019).  

There are various methods used for planning and scheduling 

like Gantt chart, Critical Path Method (CPM) or Kabana 

Method. CPM is the most popular method of planning. The 

CPM method is to create a list of tasks which is required to 

complete the project, dependences between tasks, resources 

required to complete those tasks like Excavation quantity can 

be 1000 Cum and one hydraulic excavator can excavate 

around 200 cum of soil in one day. Hence, 05 days will be 

required to complete the task with one hydraulic excavator. 

This calculation helps us to estimate the time required to 

complete the task.  

In the below mentioned figure, we can easily see various 

activities along with the time duration required to complete 

the project. The below figure is also able to show the exact 

“Critical Path” of the project (highlighted in red) which 

should be following by the project planner, project manager 

or by senior management of the project to monitor the overall 

status. The other paths should also be monitored at only 

project manager level as leaving them unmonitored may lead 

them to be critical in future. 
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Source: (AcqNotes, 2021) 

Figure 4: Critical Path Method (CPM) Model Plan using 

Finish-to-start relationship 

 

Due to the complexities of the project in modern world, the 

scheduling plans are mainly created through the software like 

MS project or Primavera P6 (Lehtimäki, 2017). The planner 

plays an important role in preparing the Detailed Work 

programme (DWP). 

The programme file i.e. Detailed Work programme (DWP) 

contains: 

a) Key Milestones, 

b) Work Breakdown Structure (WBS), 

c) Activities,  

d) Relationships,  

e) Sequencing of Activities,  

f) Activity Durations,  

g) Define Resources, 

h) Assign Resources to each activity, 

i) Assign Calendars based on the public holidays and other 

critical information, 

j) Assign expenses to activities, if required. 

Following extract is taking to analyzing the overall time 

schedule of any successful project using Primavera P6: 

 

 
Figure 5: Work Breakdown Structure 

 
Figure 6: Activities under WBS 

 

 
Figure 7: Sequence of activities and relationships 

between activities 

 
Figure 8: Project Calendar 

 

 

 
Figure 9: Creating Resources 

 
Figure 10: Assign resources to activities 
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One Example of Project Plan using MS Project: 

 

 
 

 
 

The project schedule modelling allows seeing the big picture 

on the primary task which is to be completed. The project 

schedule involves mainly three major items i.e. deliverables, 

milestones and the activities needed to complete the project. 

Then the research comes to the analysis of project risk 

planning. Project risk planning is the process to identify how 

to carry out the activities or the tasks of the project risk 

management. The main work of that is identifying the risk of 

the project and proper mitigation measures against those risks 

(Chowdeswari, Optimal planning and scheduling of high-rise 

buildings, 2017). The design of the project is the procedure 

where the exact steps of the project have been designed and 

mapping, so that it couldn‟t make any problem in future. 

From the analysis part of the research, information related to 

the implementation of the new procedure is discussed, that 

helps to easily complete the whole construction project. 

 

 
Figure 11: Risk Register as Sample 

 

AACE Guidelines 

The AACE international standard guidelines are the accepted 

standard and give excellent project management suggestions. 

The construction sector in India needs to evolve its project 

control department, and the recommendations will be crucial 

to the project's smooth progress. There are a number of 

suggested guidelines, some of which are expanded, that are 

applicable to project management in the Indian construction 

business. 

AACE recommends schedule development as one of the 

practices, and the ID for this guideline is 91R-16. This 

procedure entails converting the project's scope into 

functionality, feasible milestones, time-duration, time 

limitations, and other schedule-related data into a schedule 

model (AACE, 2020). A well-crafted schedule contains 

sufficient detail to enable effective project management. The 

many sorts of schedules can be classified into five tiers based 

on the degree of schedule information. The schedule's highest 

level is provided by Level 1. The schedule's fifth level is used 

to manage task needs for the completion of the functionality 

specified in the schedule. The working schedule is a level five 

schedule that depicts work demands on a weekly, daily, or 

hourly basis. The next AACE-recommended guideline for 

the construction sector is EVM, or "Earn value management," 

with the ID number 82R-13 (AACE, 2020). The "32 

EIA-748-C recommendations" for employing EVM are 

defined first in this recommended practice. "Earned value 

management" (EVM) is a construction project management 

system that combines time, price, and scope to measure 

project performance (Chen, 2012). EVM predicts the future 

based on predicted and observed values, allowing project 

managers make adjustments as needed. The "Responsibility 

and required skills for a project planning and scheduling" 

guideline, with ID 14R-90, is another AACE guideline whose 

objective is to establish the accountabilities of project 

planners and scheduling specialists during various project 

planning stages and schedule creation. This procedure also 

specifies the abilities and expertise that project schedulers 

must possess. The execution of project control in the Indian 

construction sector necessitates the use of competent and 

experienced personnel, as well as the proper training of 

workers. Project planning, schedule formulation, and 

schedule control or management are the three aspects of this 

approach. 

The "Schedule update review," with the ID 53R-06, is the 

next AACE worldwide guideline. This "schedule update 

review" recommended practice (RP) is meant to be a 

guideline rather than a set of rules. As recommended by 

AACE International, this paper offers instructions for the 

project scheduler to write a professionally scheduled update 

or analyze the appropriateness of schedule modifications to 

be made as a result of a change in project status and progress. 

This RP is tied to "Total Cost Management" (TCM) progress 

and performance measurement, as well as change 

management processes, for building projects (Igwe, 2020). 

These best practices document outlines guidelines for 

construction entities delivering schedule updates 

(contractors) and organizations evaluating schedule 

submittals (owners or clients) to respond proportionately to 

the submittal. 

Another AACE worldwide guideline is "Developing the 

project control plan," which has the ID 60R-10. Instead, then 

being a set of rules, this proposed practice is designed to be 

used as a guideline (AACE, 2020). The guideline's purpose is 

to increase communication among stakeholders involved in 

the creation, evaluation, and use of project controls 
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information. It is an AACE International recommended 

practice. This deliverable can be part of a larger "Project 

execution plan" (PEP), or it can be used on its own to outline 

the specific approaches that each functional unit, such as 

engineering, procurement, construction, safety, and quality, 

will take. All of the aforementioned rules are critical in 

project management, and the Indian construction industry, in 

most cases, lacks project control. 

III. Discussion 

Planning is a challenging task but at the same time it is also a 

fundamental activity in managing any type of construction 

project. Good monitoring and controlling of construction 

projects are based on developing the budget and the schedule 

for the work. In layman term, the project plan is the process 

that defines the project goals, project aims and objectives. It 

specifies the task that how the project will proceed, and total 

time required to complete the project. It also specifies what 

resources will be required for undertaking the task (Bajjou, 

2020). The project plan also gives the information of the team 

role.  

The planning of the project includes the risk register. Now a 

days, there are various software available to prepare the 

project plan like MS project and Primavera P6. The project 

plan is mainly referring to time schedule which involves the 

steps to complete the project. The project planning also 

includes documentation of the project and an effective 

method of creating a flow chart to complete a construction 

project. A project plan defines all of the work which has to be 

done in the project and also identifies who will do that work. 

The project plan is focused on the scope, time, cost, quality, 

environment, safety, quality and risk of the work.  

There are some basic steps involved in planning & 

scheduling for successful completion of the project:  

• Scope Planning: Specify the requirements for the entire 

project and in order to create the WBS structure, scope 

planning for the entire project is required so that the 

Engineers and the managing authority of the project are able 

to finish the entire project according to the timeline by 

fulfilling all the requirements. 

• Development of the project schedule: Mapping the overall 

work of the entire project, develop the entire schedule for the 

project by creating WBS and activities in detail and 

implement within the timeline. 

• Resource Planning: Planning for the resources is also 

required so that it is possible to gather all the possible 

resources, or any extra resources required before start of the 

project in order to complete the overall project successfully. 

Otherwise, the overall timeline and the overall cost for the 

entire project might be hampered. 

• Design Planning: One of the most important planning 

phase where Preliminary, Detailed, Good for construction 

and As-built drawings programme is prepare. 

• Procurement Planning: Besides scope planning and budget 

planning focusing on the outside vendors and the 

subcontracting are also required to prepare the procurement 

of materials and equipment to complete the overall project 

successfully. 

• Planning for the overall Budget: In order to complete the 

overall project within the budget the planner needs to 

pre-planned for the estimate budget for the entire project so 

that they are able to finish their work and also able to measure 

if any extra cost is required for completing the project. 

• Risk Management Plan: Before start any of the projects, 

the planner needs to list down the possible risks while 

performing the overall work and also needs to be pre-planned 

against those in order to estimate those risks within time. 

Otherwise, it will lead to cost & time overrun. So, Risk 

Register needs to be prepared showing probability and 

impact of risk, thus, calculating the risk value for each risk. 

• Communication Plan: For any project, communication 

plan is required to make a suitable communication between 

the various stakeholders to have timely decision. Also, the 

communication between the workers, managers and the 

supervisors are also required so that there have no difficulties 

or misunderstanding arises. 

Scheduling is the process of planning about providing the 

resources, relationships, and schedule of the tasks to calculate 

the completion time (Kanit, 2021). The schedule of the 

construction is based on the task, material, labor, and the time 

needed for completing the project. There are many ways to 

create a schedule which includes curve S, network planning, 

the scheduling linear, etc. 

The construction planning and the scheduling are to improve 

the work efficiency of the project. Effective material 

management and proper distribution of the material or the 

resources reduce the cost of the project and reduce the 

lifetime of the project. Site planning is a task that is done step 

by step on the site (Hasan, 2019). Planning is the process by 

which the work simplifies. Scheduling is the process of 

arranging the resources and managing those steps in a tabular 

form. The scheduling is the steps of the planning activities. 

That‟s why planning and scheduling are very important 

criteria to do work properly. And reduce the project time and 

cost of the project. 

IV. Recommendation 

Mitigate the limitation of the project planning and the 

scheduling of the project. These above sections must be 

improved further, so that the importance of the project 

planning and scheduling can be focused further and proper 

planning to be carried out before construction (Saad, 2020). 

The planning and scheduling can help the project complete 

within time without cost overruns. The plan can define the 

work purpose and the schedule of the work can define the 

requirements. To complete the project, monitoring and 

controlling is also important which is not discussed in this 

research article. Further, the importance of planner is touched 

upon here but should be discussed in detail. Moreover, 

Project Controls department impotence needs to be 

highlighted for successful planning & scheduling. So, the 

readers and the future researcher can gather the information 

related to the importance of the project planning and 

scheduling by including above mentioned points.  

Conclusion 

The research is based on the importance of planning and 

scheduling in construction. The introduction we have 

discussed about the project plan, project planner and DWP. In 

background section, CPM was discussed. After collecting the 

data from various resources such as online articles and also 

from journals, this overall research is performed. In the 

literature review section, pre-project plan was discussed 
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along with the factors affecting project delay. In this article, 

the challenges of the project planning and scheduling has 

been described. The methodology section and the methods of 

the research have been described. Following which process 

the research has been done which also mentioned in that 

section. Also, the data were critically evaluated and the result 

which came-out as the output of the analysis are also satisfy 

the project aim and objectives. DWP explained in detail with 

successful projects examples where project plan was 

prepared using Primavera P6 and MS Project. Risk Register 

was also explained with example. From the discussion part of 

this research, it is also possible to gather the various 

information related to the pros and cons of the project 

planning and scheduling. In the recommendation section, the 

requirement of the strategies to improve the planning and 

scheduling system is mentioned.                                        
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Abstract 

The existence and role of social capital is needed in the success and sustainability of agricultural development in tidal 

swamp land. This study aims to measure the condition of farmers' social capital and formulate strategies for strengthening 

social capital in developing sustainable agriculture in tidal swamp land. The research was conducted in Muara Telang 

District, Banyuasin Regency, South Sumatra Province, Indonesia in 2021 on 150 farmer respondents and 13 expert 

respondents. Data obtained through direct interviews with respondents using a questionnaire. The strategy for strengthening 

social capital is formulated using the Analytical Network Process (ANP) analysis. The results showed that the social capital 

of farmers in tidal swamp rice farming was in the high criteria with a score of 39.86. The strategy of strengthening social 

capital in developing sustainable agriculture in tidal swamplands can be carried out through: (a) transformational leadership 

support, (b) increasingly routine and strong interaction between group members, (c) regular and scheduled assistance from 

extension workers on an ongoing basis, (d) ) involvement and organizational roles from the village/hamlet/group level, (e) 

involvement of the roles of community and family leaders and (f) a variety of programs that prioritize social and human 

capital capacity building. The strengthening of social capital in this tidal area is expected to empower small farmers in 

particular to be more empowered in managing their farms in a sustainable manner, building a sustainable corporate farm for 

mutual prosperity. 

 

Keywords 

Analytical Network Process, Social Capital, Strengthening, Tidal Swampland 

 

I. INTRODUCTION 

The strategy of agricultural development in swamps must be 

pursued towards a sustainable agricultural system through 

optimizing the use of various resources according to land 

characteristics, specific commodities and still paying 

attention to the culture of the local community (Ar-Riza and 

Alkasuma, 2008). Susilawati, et al. (2017) states that the 

success and sustainability of sustainable agricultural 

development in tidal land can be done through the application 

of appropriate land and commodity management technology, 

supported by human resource capabilities, support for 

adequate facilities and infrastructure as well as effective and 

efficient institutions. According to Anggreany and Rohaeni 

(2020), the development of a technology must be balanced 

with the competence of farmers in working on it so that it 

need reinforcement on the social side in order the activities 

that take place can increase rice production and income 

farmers in a sustainable manner. 

Social capital provides an increase in individual awareness of 

the many opportunities that can be developed for the benefit 

of the community, especially in terms of increasing 

agricultural production. 

Putnam (1995) defines social capital as characteristics of 

social organizations such as social cooperation, mutual trust  

 

and norms that facilitate coordination and cooperation for 

mutual benefit. Burt (1992) states that social capital is the 

ability of an individual to relate to one another and become a 

very important force for aspects of economic life as well as 

social aspects. Fukuyama (1999) defines social capital as a 

set of values and norms that live in groups as a common grip. 

In general, there are 3 (three) types of indicators that can be 

used as an approach to illustrate social capital at the micro 

level, namely indicators relating to attitudes of trust and 

adherence to prevailing norms, membership in local 

associations and networks, and indicators related to 

collective action (Grootaert and Bastelaar, 2002). 

Sawitri and Soepriadi (2014) stated that in agricultural 

activities, social capital also determines the level of 

productivity. Especially for rice commodities, the role of 

social capital is very large because it requires great 

togetherness and cooperation. Pre-production, production 

and post-production activities will not run optimally without 

social capital. Unfavorable experiences for farming 

communities in dealing with other parties interfere with the 

sustainability of agricultural activities, which economically 

and socially are still very much needed. The lack of social 

capital empowerment is especially the case in the agricultural 

sector in various regions, including South Sumatra. 

The hallmark of the people in South Sumatra Province, 

especially in the tidal swamp land area, is the existence of a 
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heterogeneous community inhabited by many tribes, namely 

the indigenous tribes of South Sumatra, Bali, Bugis, Javanese 

and Sundanese. The Javanese dominate this area due to the 

transmigration program that has been organized by the 

government aimed at developing food production centers. 

Similar to the people of South Sumatra in general, the people 

who live in these tidal areas build cooperation in the form of 

“gotong royong” and have been embedded in a variety of 

behaviors with intensities and nuances that are in accordance 

with the local environment as well as various needs and 

attractiveness between behaviors within the community 

group. 

However, in social life, there are still gaps between farmers 

who have a lot of capital and those who don't. Farmers of 

productive age tend to be receptive to new technologies that 

are disseminated, but older farmers are more resistant 

(laggard). The programs that have been implemented so far 

have been able to increase productivity and the Planting 

Index (IP) but are felt to have not had a broad impact but have 

not been able to encourage farmers to be stronger and more 

empowered in a sustainable manner. The strengthening of 

social capital in this tidal area is expected to empower small 

farmers in particular to be more empowered in managing 

their farms in a sustainable manner, building a sustainable 

corporate farm for mutual prosperity. 

This study aims to: (1) measure the condition of farmers' 

social capital; (2) develop a strategy for strengthening social 

capital in developing sustainable agriculture in tidal swamp 

land. An understanding of social capital (about the 

underlying values in farming), its practice in agricultural life, 

and its role is expected to become a strategy formulation and 

policy recommendation to increase productivity and income. 

II. METHODS 

A. Time and Place 

This research was conducted in August-October 2021 in 

Muara Telang District, Banyuasin Regency, South Sumatra 

Province. 

B. Research Methods 

The method used in this research is a survey method, 

conducted directly through interviews using questionnaires 

and followed by in-depth interviews with key informants. 

The respondents in this study were 150 tidal swamp rice 

farmers and 13 expert respondents from the Agriculture 

Agency, AIAT, field extension workers, local government 

(village and sub-district) and academics. 

C. Data Analysis Methods 

The social capital attached to farmers in tidal swamp rice 

cultivation is measured using 4 (four) variables, namely (1) 

trust, (2) participation, (3) organization/network and (4) the 

role of norms. The data analysis used to measure the 

condition of farmers' social capital is descriptive analysis 

using a Likert scale with a score range of 1-3 and class 

intervals (Nasution and Barizi in Rambe and Honorita, 2011): 

NR = NST – NSR  PI = NR : JIK 

Description: 

NR  = Value Range 

NST = Highest Score 

NSR = Lowest Score 

PI   = Interval Length 

JIK  = Number of Class Intervals 

Table 1. Value of Farmers' Social Capital Level 

Indicators in Tidal Swamp Rice Farming 

No

. 

Indicators NS

T 

NS

R 

JI

K 

N

R 

PI 

1. 

2. 

3. 

4. 

 

 

 

 

 

 

Trust 

Participation 

Organization/networ

ks 

Social norms 

12 

18 

9 

12 

4 

6 

3 

4 

 

3 

3 

3 

3 

 

8 

12 

6 

8 

2,6

7 

4,0

0 

2,0

0 

2,6

7 

 

Table 2.Class Interval Score Total and Per Question for 

Assessment Farmers' Social Capital in Tidal Swamp Rice 

Cultivation 

No. Class Interval 

Value 

(Total Score) 

Class Interval 

(Per Question) 

Criteria 

Mark 

1. 

2. 

3. 

17.00 x 28.33 

28.33 < x 39.66 

39.66 < x 51.00 

1.00 x 1.66 

1.67 < x 2.33 

2.34 < x 3.00 

Low 

Medium 

High 

The Analytical Network Process (ANP) was used to 

formulate a strategy for strengthening social capital in 

building a sustainable tidal swamp rice farm, using the Super 

Decission 2.10 software application. The results of the data 

analysis on the condition of social capital are used as a basis 

for compiling alternatives, criteria and sub-criteria at the 

model construction stage in the ANP analysis in order to 

formulate strategies for strengthening social capital in tidal 

swamp land in Muara Telang District. The form of the ANP 

network used in this study is a general network form. The 

stages of ANP research are as follows: (1) model 

construction, (2) model quantification and (3) analysis of 

results. 

III. RESULTS  

D. Farmers' Social Capital Conditions in Tidal Swamp Rice 

Farming 

The results showed that the overall condition of farmers' 

social capital was in high criteria with a total score of 39.86 

(Table 3). 

Table 3.   Existing Conditions of Farmers' Social Capital in 

Tidal Swamp Rice Farming  

N

o. 

Components of Social Capital Score Criteria 

1. 

 

 

 

 

 

 

 

 

 

 

2. 

 

 

 

 

Trust 

- Willingness to cooperate with 

other farmers in terms of rice 

cultivation in tidal swamp land 

- Trust in information on rice 

cultivation technology from 

production and production 

kiosks 

- Trust in information on rice 

cultivation technology from the 

Department of 

Agriculture/BPTP/Universities 

and others 

- Have empathy for fellow 

farmers and respect each other 

even though they are of different 

8.59 

2.36 

 

1.87 

 

2.02 

 

 

2.34 

 

 

14.54 

2.46 

 

2.47 

 

Medium 

High 

 

Medium 

 

Medium 

 

 

High 

 

 

High 

High 

 

High 
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3. 

 

 

 

 

 

 

 

 

4. 

ethnicity and religion 

Participation 

- Always attend an event or 

meeting organized by 

agricultural extension workers 

- Always willing to help when 

asked to help other farmers in 

managing their paddy fields 

- Activeness in giving ideas or 

ideas in farmer group meetings 

- Participate with local 

government regarding 

agricultural progress on tidal 

land in my village 

- Willing to continue to use the 

technology delivered even 

though there is no assistance or 

program from the government 

- Actively participate in 

preparing the planting schedule 

and the stages of rice cultivation 

carried out 

Organization/Network 

- Cooperating with other 

farmer groups in cultivating 

tidal rice 

- Collaborating with research 

institutions, agricultural 

services, AIAT, universities and 

others regarding rice cultivation 

technology in tidal land 

- Use of internet technology to 

obtain information related to 

rice cultivation technology in 

tidal land 

Social norms 

- I pay the loan money / goods 

lent by other farmers / farmer 

groups / savings and loan 

institutions / banks on time 

- I pay the group dues on time 

for the needs of the farmer group 

- I am willing to help small 

farmers who need help without 

being burdensome to jointly 

increase productivity 

- Comply with regulations 

regarding the time of planting 

preparation (land processing) 

that has been agreed within the 

farmer group 

 

2.45 

 

2.45 

 

 

2.31 

 

 

2.40 

 

7.49 

2.62 

 

2.55 

 

 

2.32 

 

 

9.24 

2.51 

 

 

2.44 

 

2.29 

 

 

2.00 

 

High 

 

High 

 

 

Medium 

 

 

High 

 

High 

High 

 

High 

 

 

Medium 

 

 

Medium 
High 

 

 

High 

 

Medium 

 

 

Medium 

 Amount 39.86 High 

A. Farmers' Social Capital Conditions in Tidal Swamp Rice 

Farming 

Priority Criteria 

 The criteria in the strategy of strengthening social capital 

to support sustainable agriculture in Muara Telang District 

consist of 4 (four) criteria, namely (1) Trust, (2) Participation, 

(3) Organization/Networks and (4) The role of norms (Figure 

1). 

 

 

 
Figure 1. Priority Criteria for Strengthening Social 

Capital in Supporting Sustainable Agriculture in Muara 

Telang District  

Priority Sub Criteria 

The four social capital criteria analyzed, each has 2 (two) 

sub-criteria based on the results of the analysis of the first 

objective which is lower than the other sub-criteria (Figure 

2). 

 

 
Figure 2. Priority of Sub Criteria for Strengthening 

Social Capital in Supporting Sustainable Agriculture in 

Muara Telang District 

 

Alternative Priority 

To formulate a strategy for strengthening social capital, 6 

(six) alternatives were determined based on the literature 

study as presented in Figure 3. 

 

 
Figure 3. Alternative Priorities for Strengthening Social 

Capital in Supporting Sustainable Agriculture in Muara 

Telang District 
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Table 4. Alternative Priority Strategies for Strengthening 

Social Capital in Tidal Swamp Land 

N

o. 

Alternative 

Priority 

Normalizat

ion Value 

Party Role 

1. Transformation

al leadership 

support 

0.203 Local government 

(Village and District) 

2. Interactions 

between group 

members are 

becoming more 

routine and 

stronger 

0.193 Head of Gapoktan, 

Head of Poktan 

3. Regular and 

scheduled 

assistance from 

extension 

workers on an 

ongoing basis 

0.192 Extension coordinator 

at the sub-district 

level (BPP) and PPL 

at the village level 

4. Involvement 

and 

organizational 

roles from the 

village/dukuh/g

roup level 

0.148 Village heads and 

administrators, 

hamlet heads 

5. Involvement of 

the role of 

community 

leaders and 

families 

0.116 Public figure 

 

6. Diversity of 

programs that 

prioritize 

capacity 

building for 

social capital 

and human 

capital 

0.081 Related agencies and 

institutions 

(Department of 

Agriculture, Center 

for the Study of 

Agricultural 

Technology and 

Universities) 

IV. RESULTS 

Table 6 informs that of the 4 social capital indicators of 

farmers, the trust indicator has the lowest score with a 

moderate criterion of 8.59. This means that trust has the 

greatest potential to be empowered by its existence as social 

capital that has a more active role and is in a stronger 

condition in the management of tidal swamp rice farming. 

Farmers' trust in information on rice cultivation technology 

disseminated by related institutions such as the Department 

of Agriculture/BPTP/University as well as from production 

and production kiosks is in moderate criteria or in other 

words, the condition of farmers' trust in these two sources of 

information is still quite adequate. "Farmers don't 

immediately follow the technological recommendations that 

are conveyed, it takes a long time, it needs to prove tangible 

results. Especially for farmers who are quite old, they need 

tangible results and then slowly accept them. The program 

provided and the technology conveyed can be disseminated 

and implemented continuously and consistently, it needs to be 

applicable, not just 1 time, 1 planting season or 1 year and 

after that it is abandoned". 

It can be taken an effort to view and policy that the 

technology delivered in the form of programs, activities or 

assistance, needs to be developed continuously and 

consistently, must be applicable accompanied by the 

selection of appropriate extension methods, which are 

preferred by farmers so that the innovative nature of the 

technology used delivered is acceptable to farmers. There 

needs to be an effort to involve field agricultural extension 

workers as the spearhead of changing the behavior of farmers 

in the area. This effort is necessary to continue to foster and 

strengthen farmers' confidence in the technology that is 

disseminated both from related institutions and from other 

sources of information such as production and production 

kiosks. 

As stated by Pamungkas and Sunaryanto (2018) that social 

capital trust is formed from social relations between two or 

more individuals based on trust and mutual belonging. So to 

build strong trust within the farmer environment in farming, 

it takes a long time and happens consistently. 

Similar to trust social capital, social norms are also in the 

moderate criteria with an average score of 9.24. This criterion 

indicates that the farmer simply complies with the existing 

rules that have been agreed within the farmer group. This 

condition is manifested by the willingness of farmers to help 

small farmers who need assistance without being 

burdensome to jointly increase productivity, comply with 

regulations regarding planting preparation time, pay loans 

and group fees in a timely manner. This social norm is 

included in the dimension of relational social capital, 

especially in the sub-dimension of tolerance and social 

sanctions (Rabbani et al., 2019). 

In contrast to the two social capitals above, the results of the 

measurement of participation social capital are in high 

criteria with an average score of 14.54. This high 

participation indicates that farmers play an active role in tidal 

swamp rice farming activities. The high participation of 

farmers is expected to encourage farmer behavior in the 

management of tidal swamp rice. 

Grootaert and Basteler (2001) suggest that a person's 

participation and social networking will increase the 

availability of information at a low cost. In addition, the 

participation of individuals and local networks supported by 

mutual trust will make it easier to obtain joint decisions and 

implement them in joint activities. According to Widodo and 

Sugiyanto (2015), in voluntary associations, participation is a 

key factor in social capital. This is because in a participation 

there is a fabrication and relationship between group 

members such as altering ideas, information and knowledge 

as well as discussing and finding solutions to problems faced 

by the group. 

The organization/network indicator has the highest score 

(score 7.49). This shows that the cooperation between 

individual farmers and other parties is well established and 

the need to join farmer groups and organizations in the 

community that is attended by individual farmers is quite 

large, such as the Water User Farmers Association (P3A). 

The cooperation in question is the cooperation of farmers in a 

farmer group with other farmer groups in cultivating tidal 
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rice. It can be seen from the exchange and purchase of seeds 

between farmers and farmer groups, rental and borrowing of 

agricultural machinery and production equipment and mills. 

Ernanda et al. (2019) states that relationships that occur 

within a network/organization both formal and informal are 

usually formed based on mutual empathy or friendship. 

The results of the synthesis (Figure 1) conclude that in 

formulating a strategy for strengthening social capital to 

build sustainable agriculture in tidal swamp land, it is 

necessary to first strengthen trust in social capital, followed 

by strengthening social capital for participation, 

organization/network and social norms. Social capital trust is 

the main thing to be empowered because trust is an important 

aspect that underlies the strength of other social capital. This 

trust needs to be built through a long process and time using 

the same system. 

According to Santoso (2020), the idea of trust is the most 

important thing in the concept of social capital. It is also 

mentioned that trust is a crucial aspect because its presence 

and absence will affect the activities carried out. In addition, 

an activity that provides benefits can be carried out smoothly 

if there is mutual trust. 

 In developing sustainable agriculture in tidal swamp land 

through strengthening social capital, the main and best 

alternative strategy is transformational leadership support. As 

stated by Pradana and Istriyani (2020) that in optimizing 

social capital it is necessary to manage other resources owned 

by the village. To optimize the role of social capital, support 

from various parties is needed which must be followed by 

transformational leadership support. Transformational 

leadership is able to give birth to new things from old things 

that can bring about various fundamental changes, such as 

values, goals and needs of subordinates (Avolio and Bruce, 

1997). In addition, transformational leadership plays a role in 

leading that can encourage values, attitudes and beliefs and 

behaviors of other leaders to accomplish organizational goals 

(Rouche in Pawar and Eastman, 1997). Suseno and 

Sugiyanto (2010) conclude that transformational leadership 

can increase subordinate awareness of the importance of 

work output, prioritize group interests and advance the 

various needs of subordinates to a higher level in order to 

meet a decent quality of life. 

The results of this ANP synthesis are generally in line with 

the results of research conducted by Cahyono and Adhiatma 

(2012) which concluded that transformational leadership is 

indispensable in optimizing social capital. The existence of 

transformational leadership is able to influence community 

members, encourage individual creativity, provide 

inspiration and motivation and have ideals. In addition, this 

study also reports that strengthening social capital requires 

the support of human capital because it can provide 

innovations to community members. To improve the skills of 

rural communities, especially in cultivation skills and 

increase agricultural diversification, it is necessary to have a 

mentoring program. Strengthening social capital aims as 

social strengthening in the community which can be done 

through optimizing the functions of BPD, LKMD, Gapoktan, 

PKK, BUMDes and Cooperatives. The strengthening of 

social capital is carried out by maximizing the role of social 

institutions which emphasizes on optimizing the side of trust, 

mutual respect and mutual benefit, as well as focusing on the 

prevailing culture and values. 

According to Pranadji (2006), in strengthening social capital, 

the role of leadership is very important. Strengthening social 

capital will be effective if it begins with strengthening local 

community leadership, social governance and community 

organization at the hamlet level. Empowerment of social 

capital also needs to start from strengthening local cultural 

values as well as developing parts of social capital that are 

considered fundamental, such as human capital capabilities, 

social management and civil society organizations, balance 

social structures, and strong local leadership. , strong moral 

and legal systems and good governance. 

The results of the study of Sylviani, et al. (2020) shows that 

strengthening social capital in the aspects of trust, norms, and 

networks will spur the empowerment of farmers and farmer 

groups. This is a part of social capital that must be further 

optimized in order to achieve optimal benefits. Mudiarta 

(2012) in his research concluded that the high role of social 

capital in increasing income must be supported by policy 

intervention in terms of budgeting development programs 

that can stimulate the growth and development of social 

networks. Agribusiness policies, especially the application of 

technological innovations, must be transformative towards 

changes in culture and social forms of society. 

V. CONCLUSION 

Based on the results of the research that has been done, it can 

be concluded that: 

1.     Farmers' social capital in rice cultivation in tidal 

swamp land is in high condition. 

2.     The strategy for strengthening social capital in 

developing sustainable agriculture in tidal land is 

formulated as follows: (1)transformational 

leadership support, (2) more routine and stronger 

interaction between group members, (3) regular and 

scheduled assistance from extension workers on a 

continuous basis, (4) involvement and 

organizational roles from the village/hamlet/group 

level, (5) involvement of leaders community and 

family and (6) a variety of programs that prioritize 

the capacity building of social capital and human 

capital. 
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Abstract 

The aims of this research are to 1). Assessing the sustainable condition of smallholder oil palm farming based on social, 

economic, technical, environmental ,and institutional dimensions on Indonesia Sustainable Palm Oil (ISPO) criteria in 

Sungai Lilin District, Banyuasin Regency. The location was selected by purposive location sampling in Sungai Lilin 

District, Musi Banyuasin Regency, and collected data research on October 2021. This research used a survey method and the 

sample used a random method (simple random sampling) by taking 72 palm oil plasma farmers. Empirical data were 

analyzed using the Rapfish Software and data was collected through in-depth interviews. The results of the analysis of The 

sustainability of sustainable oil palm plantations are included in the medium criteria with average sustainability index value 

of 51.92%, the social, economic, and technical dimensions are in the less criteria, while the environmental dimensions are in 

the good criteria and the institutional dimensions are in the medium criteria. Furthermore, the most sensitive indicators to the 

social dimension are public perception and the intensity and effectiveness of extension. The economic dimension is land 

productivity or income and agricultural inputs. The technical dimensions are technical planting and pest control. 

 

Keywords 

Farming, Oil Palm. Smallholders, Sustainability 

 

I. INTRODUCTION 

Sustainable agriculture is the implementation of the concept 

of sustainable development in the agricultural sector. 

According to Salikin (2003) conceptually the sustainable 

agriculture approach is a pattern and perspective that must be 

developed by integrating economic, social and environmental 

aspects in a synergistic manner. 

Agriculture in Indonesia, especially oil palm plantations, also 

supports sustainable agriculture by implementing Indonesian 

Sustainable Palm Oil (ISPO). This can be seen from the 

production of palm oil (CPO) in 2019 is estimated to increase 

by 12.92 percent compared to 2018 to 48.42 million tons. 

Currently, cooking oil is the main absorber of domestic oil 

consumption, reaching 70 percent of the amount marketed 

domestically (Directorate General of Plantations, 2015). 

Opportunities for the development of oil palm agribusiness 

are still quite open in Indonesia, mainly due to the availability 

of natural resources/land, labor, technology and experts. 

Indonesia is the world's largest producer and exporter of palm 

oil. In addition to increasingly open export opportunities, the 

domestic market for palm oil and palm kernel oil is still quite 

large. This is because Indonesia is a country with the largest 

area of oil palm plantations in the world and it always 

increases every year from 2010 of 5,780,000 hectares to 2014 

of 7,407,090 hectares (Data and Information Center of the 

Directorate General of Plantations, 2016). However, 

Indonesian farmers still have problems in the cultivation 

process, from planting to farming processes. 

 According to the Data and Information Center of the 

Directorate General of Plantations in 2016, the condition of 

Indonesian palm oil is developing following the world 

market which changes every year with an average 

productivity of 16.99 tons/ha. This is because the interest in 

the use of oil palm for various industrial sectors makes the 

palm oil commodity continuously strived to increase its 

production and quality. However, the fact is that oil palm 

production in Indonesia does not always increase even 

though the area of oil palm plantations in Indonesia increases 

every year. This is inseparable from several problems found 

in the field. The problems that occur in oil palm plantations 

can be seen from the financial and non-financial aspects. 

The financial aspect is an aspect that looks at the changes that 

may occur in the form of changes in production value and 

variable costs, while the non-financial aspect will look at the 

market, technical, management and legal, economic and 

social aspects, as well as the environment which are directly 

related to the business of doing sustainability in oil palm 

plantations in Indonesia. These problems indicate that oil 

palm plantations in Indonesia must be improved and 

developed in accordance with the demand on the world 

market which is currently concentrated on fulfilling 

sustainable oil palm plantations (Demiyanti et al., 2013). 

South Sumatra Province, which is the fifth largest producer 

of palm oil in Indonesia after Riau, North Sumatra, and 

Central Kalimantan and West Kalimantan, with South 
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Sumatra's palm oil production estimated at around 4,388,731 

tons in 2021 and always experienced a growth of 6.74% 

recorded from 2017 to 2021 (Pusdatin 2021). 

In 2018-2019 the area of oil palm plantations in Musi 

Banyuasin Regency is still the largest district in South 

Sumatra Province with an area of 356,131 Ha and 314,442 

Ha. Therefore this problem is important to be investigated 

further in an effort to improve the development of community 

welfare which makes oil palm a regional superior 

commodity. 

Sungai Lilin Sub-district is the seventh largest producer of 

palm oil in Musi Banyuasin Regency with a total production 

of 17,516 tons and a land area of 1,450 Ha in 2019. 

Consequently, the commodity of oil palm is one of the 

regional superior commodities that must continue to be 

improved because it involves the livelihoods of local people. 

There are various problems in oil palm plantations, especially 

in Sungai Lilin District, Musi Banyuasin Regency, starting 

from the social aspect: lack of knowledge and information 

about environmentally and sustainable plantation 

management; economic aspect: low production and 

decreased in 2016 by 19,272 tons and in 2017 by 17,516, 

unstable income due to price fluctuations in 2016 FFB price 

of around IDR. 1447.3 and in 2017 the FFB price was IDR. 

1335.5 (Rospiani, 2018), difficult access to capital; technical 

aspects: problems in the cultivation process, from planting to 

farming processes; environmental aspects: there is no legal 

force over the land use area for oil palm plantations; to the 

institutional aspect: less active institutions such as Oil Palm 

Plantation Cooperatives. 

II. MOTIVATION AND OBJECTIVE 

From the various problems above, the issue of sustainability 

is becoming a priority in every aspects such as social, 

economic, technical, environmental and institutional. 

Therefore,  researchers are interested in conducting a study 

on the analysis of sustainable plasma oil palm plantations in 

Sungai Lilin District, Musi Banyuasin Regency, which is 

expected to be an input in efforts to develop oil palm farming 

that can be felt equally by farmers, institutions, and 

companies. 

III. METHODS 

Time and Place 

 This research was conducted in Sungai Lilin Sub-district, 

Musi Banyuasin Regency, South Sumatra Province, 

Indonesia, October 2021. 

 

Research Methods 

The survey method was used to obtain accurate information 

and descriptions about sustainable palm oil in 5 dimensions 

(social, economic, technical, environmental and institutional) 

of plasma farmers. The collection of data, information 

collected directly through interviews using a questionnaire. 

The sustainability indicators are based on Indonesia 

sustainable palm oil (ISPO), such as: 

1. The social dimension is measured using 7 indicators: 

local wisdom related to sustainable agriculture, level of 

education, intensity and effectiveness of extension, 

community perception of sustainable agriculture, 

participation of women workers in farming 

management, frequency of conflicts, knowledge and 

experience of the community in plantation management 

of sustainable palm oil. 

2. The economic dimension used 7 indicators: land tenure 

or garden legality, labor potential, price stability of 

farmers' production or price fixing, land productivity 

and income, interest in farming, availability of 

agricultural input materials, and availability of business 

credit. 

3. The technical dimension is measured by 7 indicators, 

namely land clearing, oil palm nurseries, oil palm 

planting techniques, control of plant pest organisms, 

plant maintenance to support productivity, harvesting, 

fruit transportation. 

4. The environmental dimension: the suitability of oil 

palm plantation land, fire prevention and control, the 

area of managed plantations, conservation actions taken 

in case of land damage, the location of self-help gardens 

must be in accordance with spatial and environmental 

planning, pest management and disease, biodiversity 

conservation. 

5. The institutional dimension: the existence of institutions 

such as farmer groups and cooperatives, farmer 

involvement in institutions, institutional management, 

institutional existence, institutional functions and 

benefits, membership of oil palm plantation farmer 

groups, business partners (companies). 

 

 The samples used were 72 farmers from 720 palm oil 

plasma farmers. Meanwhile, the indicators based on 

Indonesia Sustainable Palm Oil (ISPO) and used an ordinal 

scale with a scoring of 1-3: 1 (low), 2 (moderate), and 3 

(high). Then, it is processed using RAPFISH software and the 

results are in the following categories: 

Table 1. Percentage of Sustainability Index Value 

Index Value Category 

0% - 25% Bad 

25.01% - 50% Not enough 

50.01% - 75% Enough 

75.01% - 100% Good 

Source: Nurmalina, R. 2008. Journal of Agro-economy. 

Bogor Agricultural Institute 

 

Research Hypothesis 

 Based on various previous research related tosustainable of 

palm oil plasma farmers. One of them isAccording to Muani, 

Ani., et.al. (2018)The results of the RAP-ISPO analysis of 

palm oil sustainability on five dimensions with 41 

multidimensional attributes included in the moderately 

sustainable status with a sustainability index value of 

69.77%. The highest sustainability index value is found in the 

technological dimension, which is 81.91%, while the lowest 

value occurs in the institutional dimension (53.80%) but is 

still considered quite sustainable, while the social dimension 

(70.45%) is ecological (72.18%) and economy (70.44%) are 

categorized as quite sustainable. Identified 15 

sensitive/leverage attributes that affect the sustainability of 

oil palm. The conclusion is that the Ngabang plasma 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 181 
 

plantation in its management has implemented ISPO 

although it is not optimal, but through the improvement of the 

15 attributes of the lever, the sustainability status of oil palm 

can still be improved in order to produce palm oil that is 

economically viable, socially feasible, and environmentally 

friendly according to ISPO standards. The hypotheses are 

formulated as follows: 

1. It is suspected that the achievement of smallholder oil 

palm farming is quite (medium) sustainable in Sungai 

Lilin District, Musi Banyuasin Regency. 

2. It is suspected that the achievement of smallholder oil 

palm farming based on the ISPO criteria dimensions, 

economic, social and technical dimensions will be more 

sustainable than the environmental and institutional 

dimensions. 

 

Data Analysis Method 

The analysis used to answer the first objective of this research 

is RAP (Rapid Appraisal Technique) with the 

Multidimensional Scaling (MDS) method. The achievement 

of sustainable plasma oil palm plantations measured from 

five dimensions, such as social, economic, technical, 

environmental and institutional. the researcher used the 

sustainability analysis of the multidimensional scaling 

(MDS) method which is integrated in the Rapfish software 

modification. The statistical technique used is the ordinal 

measurement scale, where this scale not only categorizes 

variables into groups, but also ranks the categories. 

The Rapid Appraissal method using the Rapfish software 

produced outputs such as diagrams, ordinances and 

distributions obtained through three stages of analysis, 

namely rapfish ordination, leveraging and monte carlo. In 

simple terms, the sustainability value scale is determined by a 

function of the attribute values of economic, technical, social, 

environmental and institutional aspects, with the formula: 

IKb = f (E,L,S,T,K) 

Where: 

IKb = sustainability index value scale 

E = economic aspect attribute score 

L = environmental aspect attribute score 

S = social aspect attribute score 

T = technical aspect attribute score 

K = institutional aspect attribute score 

 

IV. Results 

Demographic Characteristics of Respondents 

The demographic characteristics of respondents consist of 

age, education, experience, land area, and residence status. 

The sample farmers in Sungai Lilin Sub-district, Musi 

Banyuasin Regency have an average age of 52 years and are 

classified as productive age. According to BPS (2021), a 

person's productive age ranges from 15 to 60 years plasma 

farmers with the most recent education at the elementary 

school level in the low category with 33 farmers or 45.84 

percent. . In this study, the sample farmers have an average 

land area of about 2 ha. The largest land area is 2.37 ha, while 

the smallest land area is around 1.61 ha with a total area of oil 

palm plantations for sample farmers, namely 143.72 ha. Oil 

palm plasma smallholders in Sungai Lilin District 91.67% are 

transmigrants from Java, while 8.33% are local residents of 

South Sumatra. The number of sample farming families in 

Suka Damai Baru Village and Sri Gunung Village reached 

253 people with 72 family heads. Meanwhile, based on 

gender, the majority were men with 67 farmers with a 

percentage of 93.06 percent while women were 5 people with 

a percentage of 6 ,94 percent. 

 

Table 1. Characteristics of sample farmers in Sungai 

Lilin Sub-district, Musi Banyuasin Regency in 2021 

(n=72) 

Characteristics Frequency Percentage 

(%) 

Age (years)   

21-30 3 4.17 

31-40 2 2.78 

41-50 20 27.78 

51-60 32 44.44 

61-70 15 20.83 

Education (years)   

No school 0 0.00 

SD 33 45.84 

junior high school 14 19.44 

senior High School 16 22.22 

Bachelor 9 12.50 

Residence status   

Transmigrant 66 91.67 

Local 6 8.33 

Gender   

Male 67 93.06 

Female 5 6.94 

Source: Primary data analysis (2021) 

 

Sustainability of Oil Palm Farming for Smallholders in 

Sungai Lilin District 

Wigena et al. (2009) stated that problems in the management 

of plasma oil palm plantations began to arise when the oil 

palms began to produce (fruit sand) where the management 

of the plantations was completely left to the farmers, while 

the Company was only a source of technical guidance. The 

behavior of plasma farmers becomes focused on efforts to 

pursue maximum short-term income and less concerned 

about long-term risks such as decreased land productivity, 

environmental pollution and social conflicts. 

The sustainability of smallholder oil palm farming in Sungai 

Lilin District was analyzed using a modified Rap-Fish 

analysis which includes five dimensions of sustainability, 

social, economic, technical, environmental and institutional 

dimensions. The measurement of these five dimensions uses 

35 indicators or attributes referring to ISPO (Indonesian 

Sustainable Palm Oil). 

 

Table 2. Maize Farming Sustainability Status in Tanjung 

Lago District, Banyuasin Regency 

Sustainabilit

y Dimension 

Index 

Value 

(%) 

Mark 

S-Stres

s 

RS

Q 

Sustainabilit

y Status 

Social 45.93 0.13 0.92 Not enough 

Economy 40,13 0.13 0.93 Not enough 
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Technical 33.45 0.13 0.92 Not enough 

Environment 76.93 0.14 0.91 Good 

Institutional 63.14 0.13 0.92 Enough 

Average 51.92   Enough 

Source: Primary data analysis (2021) 

 

The results of the analysis show that the opportunity for the 

sustainability of smallholder oil palm farming in Sungai Lilin 

District, Musi Banyuasin Regency is 51.15% which means 

"quite sustainable". There are three dimensions that are 

below the criteria: the social dimension of 45.93%, the 

economic dimension of 40.13% and the technical dimension 

of 33.45%. While the environmental dimension is in the good 

category, its sustainability status is 76.93%. Furthermore, the 

institutional dimension is 63.14%, which is enough (medium) 

category. Table 2 shows the sustainability status of 

smallholder oil palm farming in Sungai Lilin District, Musi 

Banyuasin Regency. 

The S-Stress value for each dimension is lower than 0.25. 

According to Pitcher and Preikshot (2001) the S-Stress value 

which is below 0.25 indicates that the goodness of fit 

modified by Rap-Fish and can present the model well. Thus, 

the modification analysis Rap-Fish has interpreted the 

sustainability model of oil palm farming in Sungai Lilin 

District, Musi Banyuasin Regency well. 

 

 
Figure 1. Kite Diagram of Palm Oil Farming 

Sustainability 

 

To determine the closeness between the data and the 

perceptual map, the RSQ (Squared Correlation) value is used. 

The RSQ value which is close to 1.00 explains that the 

existing data will be mapped perfectly. The results of the 

analysis show that the RSQ value of the five sustainability 

dimensions has a value close to 1, therefore the sustainability 

of oil palm farming has been mapped perfectly. The results of 

the analysis of the sustainability of smallholder oil palm 

farming in Sungai Lilin District with five dimensions of 

sustainability are schematically shown in Figure 1. 

 

Social Dimension 

The level of sustainability of oil palm farming in Sungai Lilin 

District, Musi Banyuasin Regency from the social dimension 

was measured using 7 indicators: local wisdom, level of 

education, intensity and effectiveness of counseling, 

community perception, participation of female workers, 

knowledge and experience. Based on the results of the 

Rap-Fish analysis, the level of sustainability of oil palm 

farming in Sungai Lilin District, Musi Banyuasin Regency, 

from the social dimension, obtained a value of 45.93% which 

is categorized as not enough (low) sustainable. The 

distribution of respondent data in the sustainability index of 

the social dimension can be seen in Figure 2. 

 
Figure 2. Oil Palm Farming Sustainability Index 

 

Leverage analysis is an analysis that shows the sensitivity of 

each attribute to the sustainability value. Based on the results 

of the analysis of social dimension Leverage, there is one 

attribute that has more influence on the sustainability of oil 

palm farming in Sungai Lilin District, Musi Banyuasin 

Regency, that is the Community Perception attribute which 

helps with a value of 17.44 which is the largest compared to 

other indicators. Therefore, to improve the sustainability of 

oil palm farming in Sungai Lilin District, Musi Banyuasin 

Regency, it is necessary to pay attention to these attributes. 

 

Economic Dimension 

The level of sustainability of oil palm farming in Sungai Lilin 

District, Musi Banyuasin Regency from the economic 

dimension was measured using 7 indicators: plantation 

legality, labor potential, price stability of production, income, 

interest in farming, availability of agricultural input 

materials, and availability of business partners. Based on the 

results of the Rap-Fish analysis, the level of sustainability of 

oil palm farming in Sungai Lilin District, Musi Banyuasin 

Regency, from the economic dimension, obtained a value of 

40.13% which is categorized as less sustainable because it 

has not entered the productive age of the plant. The 

distribution of respondent data in the sustainability index of 

the economic dimension can be seen in Figure 3. 

Based on the results of the economic dimension Leverage 

analysis, there are indicators that have the most influence on 

the sustainability of oil palm farming in Sungai Lilin District, 

Musi Banyuasin Regency, namely indicators of land 
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productivity (income) with a value of 16.03 which is the 

largest compared to other indicators. Therefore, to improve 

the sustainability of the economic dimension of oil palm 

farming in Sungai Lilin District, Musi Banyuasin Regency, it 

is necessary to pay attention to these attributes. 

 

 
Figure 3. Sustainability Index on the Economic 

Dimension 

 

Technical Dimension 

The level of sustainability of oil palm farming in Sungai Lilin 

District, Musi Banyuasin Regency from the technical 

dimension was measured using 7 indicators: land clearing, oil 

palm seeds, oil palm planting techniques, controlling plant 

pest organisms (OPT), plant maintenance to support 

productivity, harvesting, transportation Fruit. 

Based on the results of the Rap-Fish analysis on the level of 

sustainability of oil palm farming in Sungai Lilin District, 

Musi Banyuasin Regency, from the technical dimension, it 

was obtained a value of 33.45% which was categorized as 

less sustainable. This is because technically the management 

of oil palm plantations is managed by the Oil Palm Farmers 

Cooperative so that on average they pay workers from 

outside the family. The distribution of respondent data in the 

technical dimension sustainability index can be seen in 

Figure 5. 

 
Figure 4 Technical Dimension Sustainability Index 

 

Based on the results of the technical dimension Leverage 

analysis, there are indicators that most influence the 

sustainability of oil palm farming in Sungai Lilin District, 

Musi Banyuasin Regency, namely the technical indicators of 

oil palm planting with a value of 17.37 which is the largest 

compared to other indicators. Therefore, to improve the 

technical dimension sustainability of oil palm farming in 

Sungai Lilin District, Musi Banyuasin Regency, it is 

necessary to pay attention to these attributes. 

 

Environmental Dimension 

The level of sustainability of oil palm farming in Sungai Lilin 

District, Musi Banyuasin Regency from the environmental 

dimension was measured using 7 indicators: the suitability of 

oil palm plantation land, fire prevention and control, the area 

of planted land that is managed, conservation actions taken in 

the event of land damage, the location of the plantation. The 

environmental planning, pest and disease management, and 

biodiversity conservation. 

Based on the results of the Rap-Fish analysis, the level of 

sustainability of oil palm farming in Sungai Lilin District, 

Musi Banyuasin Regency, from the environmental 

dimension, obtained a value of 76.93% which is categorized 

as good in sustainable because the plasma oil palm farmers in 

Sungai Lilin Sub-district have received ISPO and RSPO 

certificates. The distribution of respondent data in the 

environmental dimension sustainability index can be seen in 

Figure 5. 
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Figure 5. Environmental Dimension Sustainability Index 

 

Based on the results of the technical dimension Leverage 

analysis, there are indicators that have the most influence on 

the sustainability of oil palm farming in Sungai Lilin District, 

Musi Banyuasin Regency, that is the garden location 

indicator must be in accordance with the spatial & 

agricultural environment with a value of 15.03 which is the 

largest compared to other indicators. Therefore, to improve 

the sustainability of the institutional dimensions of oil palm 

farming in Sungai Lilin District, Musi Banyuasin Regency, it 

is necessary to pay attention to these attributes. 

 

 
Figure 6. Institutional Dimension Sustainability Index 

 

Based on the results of the Rap-Fish analysis, the level of 

sustainability of oil palm farming in Sungai Lilin District, 

Musi Banyuasin Regency, from the environmental 

dimension, obtained a value of 63.14% which is categorized 

as quite (medium) sustainable. This is because the plasma oil 

palm farmers in Sungai Lilin District are already actively 

participating in farmer groups or oil palm plantation 

cooperatives. The distribution of respondent data in the 

sustainability index of the institutional dimension can be seen 

in Figure 6. 

Based on the results of the institutional dimension Leverage 

analysis, there are indicators that have the most influence on 

the sustainability of oil palm farming in Sungai Lilin District, 

Musi Banyuasin Regency, that is the institutional existence 

indicator with a value of 13.34 being the largest indicator.  

V. CONCLUSION 

The results of the analysis of The sustainability of sustainable 

oil palm plantations are included in the medium criteria with 

average sustainability index value of 51.92%, the social, 

economic, and technical dimensions are in the less criteria, 

while the environmental dimensions are in the good criteria 

and the institutional dimensions are in the medium criteria. 
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Abstract 

Artificial Intelligence (AI) based technology, Machine learning, and cognitive systems have played a very active role in 

society's economic and technological transformation. For industrial value chains and international businesses, it means that 

a structural change is necessary since these machines can learn and apply new information in making forecasts, processing, 

and interacting with people. Artificial Intelligence (AI) is a science that uses powerful enough techniques, strategies, and 

mathematical modelling to tackle complex actual problems. Because of its inevitable progress further into future, there have 

been considerable safety and ethical concerns. Creating an environment which is AI friendly for the people and vice versa 

might be a solution for humans and machines to discover a common set of values. In this context, the goal of this study is to 

investigate the emerging trends of AI (the benefits that it brings to the society) the moral challenges that come from ethical 

algorithms, learned or pre-set ideals, as well as addressing the ethical issues and malpractices of AI as well as AI security. 

This paper will address the consequences of AI in relation to investors and financial services. The article will examine the 

challenges and possible alternatives for resolving the potential unethical issues in finance and will propose the necessity of 

new AI Governance Mechanisms to protect the efficiency of the capital markets as well as the role of financial authority in 

the regulation and monitoring of the huge expansion of AI in finance. 

 

Keywords 

Artificial Intelligence Machine learning, Banking sector, Ethical AI 

 

I. INTRODUCTION 

Medicine, public health & medical research, Banking 

technology, the Manufacturing sector, etc. are all being 

transformed by digital technology and artificial intelligence 

(AI), especially machine learning. AI-based technologies are 

now being tested in low- and middle-income nations, and 

their value is being examined in the Organization for 

Economic Co-operation and Development (OECD) (LMIC). 

The Secretary-General of the United Nations has remarked 

that the safe deployment of new technologies, such as AI, 

could assist the globe in achieving the United Nations 

Sustainable Development Goals (1), which also include 

health-related, finance related, and manufacturing related 

goals within United Nations Sustainable development 3. AI 

might potentially assist the world attain its goal of universal 

development. Nonetheless, the use of Machine learning for 

these sectors presents ethical, regulatory, commercial, and 

cultural challenges across borders. Most of these issues aren't 

specific to AI. For more than a half-century, the use of 

computing & software in different economic sectors like 

healthcare, finance, mechanics has posed ethical issues to 

programmers, policymakers, and practitioners, and AI raises 

new potential dilemmas that are outside the jurisdiction of 

conventional legislators and players in these economic 

sectors. Most of these challenges have to be addressed 

amicably if AI is to be successful in creating sustainable 

development in all economic fronts. Especially in the field of 

finance, manufacturing and healthcare which affect daily 

human consumption. 

 

1. What is AI? 

Artificial intelligence is defined as the theories and 

development of complex computer programs and systems 

which are intended to execute functions and tasks that would 

require human intelligence, such as the recognition of speech, 

visual perception, forecasting and decision-making, 

deciphering complex language algorithms and translating 

them, as well as making informed, independent decisions 

which can help them survive on their own (Dick, 2019). Tech 

companies are developing software and hardware systems 

that integrate machine learning with programmed data to 

learn and apply the newly acquired information to perform 

tasks. Starting from self-driven cars, chatbots, quantum 

computers, etc., most companies are investing in artificial 

technology to help them maximize productivity by ensuring 

tasks are executed quicker and more accurately than the 

traditional human effort would.  

 

Emerging Trends in AI 

Siri 

Siri has become one of Apple's most known software’s which 

act as assistants, which are available in most of their 

electronic devices, i.e., iPad, phone. Uses interact with the 

nice female voice-activated assistance frequently at a 

moment’s notice. She is crucial in discovering information, 

obtaining travel routes, making phone calls, sending texts, 

opening apps, and scheduling activities. 

Tesla 

Cars have also become increasingly popular as a target for 

artificial intelligence. For vehicle enthusiasts, they are losing 
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out on Tesla. It is perhaps the greatest vehicle selling in the 

market. The automobile has received several awards and 

characteristics like predictive skills, self-drive, and ultimate 

technological innovation. 

Cogito 

Dr Sandy and Joshua co-founded Cogito, which is presently 

on the market as one of the greatest instances of the 

behavioral version to boost the intelligence of customer 

service professionals. The organization combines machine 

learning and behavioral science to improve customer 

collaboration for phone experts. Cogito may be used on the 

millions of voice calls every day. The AI technology 

monitors human speech and gives real-time feedback to help 

people improve their behavior. 

Echo 

Amazon unveiled the Echo, which has become intelligent and 

added new functions. It is a revolutionary solution that offers 

the Alexa Voice Service to help you check the internet for 

personal data, appointment scheduling, make purchases, 

ways to navigate, switches, and heating systems, respond to 

inquiries, read audiobooks, report weather and traffic, 

providing information regarding local companies, providing 

sports schedules and scores, and more. The application of AI, 

as well as its potential benefits, have been discussed below. 

 

2. Uses of AI in Financial services and financial 

management 

(i) AI is being used by financial services organizations to aid 

them in differentiating their competitors from themselves and 

improve client experience. In reality, a large number of 

businesses have incorporated some of the first AI 

technologies, such as speech recognition, predictive 

analytics, and engines for a recommendation, which is a 

critical tool for forecasting what customers would want 

(Strusani et al. 2). The companies are using artificial 

intelligence to promote productivity, customer engagement, 

fraud detection, risk mitigation, and assist customers in 

making educated purchasing decisions. The capacity to 

gather and analyses large volumes of data is required for 

financial services firms to deliver their goods and services. 

Those companies who can use client data to improve their 

services will be successful in the future. According to 

experts, AI, which has become the most popular emerging 

trend in informatics and machine and IT, has become the key 

to improved consumer pleasure (Aziz et al., 2019). The table 

below shows the rate at which different countries have 

adopted AI in their financial sectors. 

 

 
 Source: www2.deloitte.com 

 

 

Artificial intelligence is a major section of the science of 

computers, mainly associated with developing smart 

machines to perform tasks with similar efficacy as humans. 

This subject is quickly becoming a necessary component of 

today's technologies. In this sector, research is very 

specialized and technical reasoning. Knowledge, 

problem-solving, perception, planning, and the capacity to 

controlling and moving objects are among the key human 

elements of artificial intelligence (Banerjee et al., p.34). 

Concurrently, financial services refer to the services offered 

by banks and other financial organizations. Artificial 

intelligence (AI) is being more widely used in finance. Banks 

sees artificial intelligence as a means to improve client 

engagement and productivity, among other things. Artificial 

intelligence is being used in financial organizations to 

improve productivity, particularly in contact centers (Beck, et 

al. 34). in recent years, Banks and other financial institutions 

have highly relied on AI to improve their operations as well 

as communication with their customers, as shown in Table 2 

below. In this approach, artificial intelligence deployment in 

contact centers is crucial because it can manage more 

inquiries than humans.  

 
Table 2: Investment in AI in different Banking sectors form 

2017 and expected adoption till 2027. Source: 

www.emergenresearch.com 

 

(ii) In the financial industry, artificial intelligence has a 

variety of uses. It has influenced how individuals bank, invest 

and obtain credit, and prevent financial crimes. Machine 

learning, a subset of AI, aids in the detection of fraudulent 

transactions by examining a variety of data points. The rise in 

popularity of E-commerce has increased the prevalence of 

online fraud. According to recent data, both wholesalers and 

retailers lose $118 billion due to bogus rejects and legitimate 

transactions incorrectly denied (Cambridge Centre for 

Alternative Finance, World Economic Forum 25). As a 

result, many businesses are looking towards implementing an 

al-based crime prevention strategy. The recent development 

of MasterCard's Decision Intelligence Technology is an 

excellent illustration of artificial intelligence in financial 

crime. As a result, artificial intelligence will assist banks in 

preventing financial crimes in the present and future. Another 

use of artificial intelligence in the banking business is bank 

chatbots. In recent years, chatbots that employ natural 
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language processing and machine learning algorithms have 

become strong tools for providing tailored and conversational 

experiences to many user areas. Chatbots can assist bankers 

in managing and planning for savings, in naming a few ways 

they may improve quality in the banking business. Plum, 

which can be accessed through Facebook Messenger, is an 

example of a chatbot (Buchaket al. 45). Cleo is another 

example that aids with tracking income and expenses across 

many accounts. Banks are also using chatbot services to 

improve self-service interfaces. 

 

(iii) Finally, algorithm trading has benefited from machine 

learning. Banking institutions have been able to crunch 

statistics, resulting in the discovery of trade patterns and the 

forecasting of trends, resulting in profitable trading of stock 

choices (Beck et al. 2). Numerai is one of the few perfect 

examples of algorithm trading. The company has hired data 

analytics experts anonymously to compete for the best 

algorithms and, as a consequence, to earn cryptocurrency for 

their work. Algorithmic trading has enhanced revenue for the 

corporation in this way.  

 

(iv) It is expected that the use of robotics in financial and 

legal services would increase staff efficiency by roughly 50% 

("Robotics, Artificial Intelligence, and the Workplace of the 

Future"). In entertainment, for example, Virtual reality 

existence has changed human interface dynamics in several 

ways. As Deloitte concludes, applying artificial intelligence 

by top-level management in financial institutions is required 

for enhanced development and efficiency ("The Future Of AI 

In Banking | Deloitte Luxembourg"). Because of the 

availability of hosted analytics systems and outsourced data 

storage facilities, small and large businesses may profit from 

AI to the most feasible. The people’s role in the financial 

sectors is being re-evaluated in light of the growth of artificial 

intelligence (Silvester et al., p355). The fact that artificial 

intelligence technology such as robotics will put humans out 

of work sparked this research. The key issue was if humans 

are relevant in the sector (Banking) in the age of AI. The table 

below shows that most of the jobs available in today’s 

financial sector are heavily attached to AI, meaning most 

banks and financial organizations have adopted 

robot-technology to increase output. 

  

 

 
Table 3: showing the demand for AI skills in the financial 

sector since 2010. 

Source voxEU 
 

(v) Parkes and Wellman (2015) propose that in complex 

scenarios including asymmetry of knowledge, such as bank 

lending, humans fail to act rationally. Parkes et al., 2015 

propose that AI may be used to research these standards and, 

consequently, assist in making reasonable lending decisions. 

Vig et al., p.45 examine the influence of changes in the 

environment of borrowers' bank information and their 

possible impact on the loan process. On the other hand, the 

credit registry is boosted by artificial intelligence. The 

registry communicates critical lender information, and the 

response by financial institutions is by delegating numerous 

jobs to loan officers. The information hardening leads to a 

shift in focus toward relationship banking. If organization 

invest in communication technologies and 

information—artificial intelligence—the bank manager will 

be assigned more authority at the local level. With the 

manager being granted more autonomy, they make more 

artificial intelligence investments enabling them to gather 

soft consumer data. According to Bartoli et al. (p.5477), 

opaque models’ wide utility is likely to result in some 

consequences which are unintended. For example, if several 

banks use artificial intelligence and machine learning to 

implement a variety of strategies, but the models are so 

complicated that they are difficult to comprehend, it becomes 

difficult for both the company and its management to foresee 

the market impact of such models. It is conceivable that the 

market interactions of such models would have a detrimental 

influence on the profitability market. Furthermore, some 

unexpected consequences in credit scoring, cybercrime 

prevention and detection applications, and associated dangers 

are likely. The objective of artificial intelligence in the 

banking industry might be to better coordinate lending 

officers' motivations with the bank's set targets. Paravisini 

and Schoar (22) investigate the changes in lending in 

financial institutions as a result of credit rating technology 

deployment. According to the findings by Graepel and 

Hassabis, 2017, credit committees are more inclined to 

support problematic loan applications. Credit scoring 

technology minimizes the likelihood of loan default and 
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boosts loan profitability. They also believe that credit score 

data helps lending committees solve difficulties.  

 

3. Positive and Negative Impact of AI on financial 

services  

 

3.1. Positive impact 

(i) AI may aid a bank in determining a customer's spending 

habit, developing a tailored investment strategy, and assisting 

consumers with budgeting. Banks can also send notifications 

regarding recommendations for keeping track of costs and 

investments based on data. To maximize the customer's 

experience, transactional and other data sources may be used 

to track their habits and patterns. AI can sift across massive 

amounts of data and recognize trends that humans might 

overlook. Many financial service providers utilize artificial 

intelligence and machine learning analytics to track fraud on 

a real-time basis, a critical capacity (Truby et al., pp113). AI 

allows banks to have accessibility to client data such as 

detailed demographic trends, click-through rates, and records 

of offline and online payments and purchases, and algorithms 

can aggregate and assess data. 

 

(ii) By assessing essential data from the potential borrower, 

ai systems can manage and streamline this procedure. 

Machine intelligence can integrate and evaluate data linked 

to the most recent transactions, industry trends, and banking 

transactions to identify possible hazards in lending. The 

mobile app may detect any suspicious activity in the user's 

account depending on behavioral science, and any online 

transaction of a significant amount from a user's account with 

a history of modest transactions can be recognized promptly. 

 

(iv) AI improves staff efficacy and enhances customer 

service through specific target email messages as well as 

other offers, it tends to increase income, it tends to increase 

sales reproductivity, AI provides better quality and 

reliability, from cash transfers to bill payments, card 

maintenance, as well as other support, Machine learning can 

increase your customers' overall satisfaction, and all of these 

operational processes can indeed be effectively handled via 

desktop computers, cell phones, as well as other smart 

applications. In banks, ai systems may use statistics to search 

for patterns, groupings, and correlations in massive volumes 

of data (Wiek et al., pp16). Machine learning may help with 

fraud detection, pose threats, person authentication, and 

credit underwriting. Because Artificial Intelligence regards 

each contact as a teaching opportunity, chatbots (digital 

aides) improve as they learn new clients. Chatbots already 

have been included in the majority of large banks' instant 

online automation, voice monitoring system, and mobile 

apps. AI can help robo-advisors deliver better customer 

service. Machine learning can identify fraud elements and 

forensic aid experts; it enhances financial stability through 

advanced fraud detection and prevention; it serves as a 

legitimate scam solution for the commercial banks when 

faced with complex situations; AI can proactively identify 

and prevent Fraud by identifying anomalous behavior; and it 

filters down into the user's profile, resulting in a safe 

environment. 

 

(v) Because Artificial Intelligence regards each contact as a 

teaching opportunity, chatbots (digital aides) improve as they 

learn new clients. Chat bots already have been included into 

the majority of large banks' instant online automation, voice 

monitoring system, and mobile apps. AI can help 

robo-advisors deliver better customer service. Machine 

learning can identify fraud elements and aid forensic experts; 

it enhances financial stability through advanced fraud 

detection and prevention; it serves as a legitimate scam 

solution for the commercial banks when faced with complex 

situations; AI can proactively identify & prevent Fraud by 

identifying anomalous behavior; and it filters down into the 

user's profile, resulting in a safe environment. 

 

(vi) AI basically fulfills numerous jobs via complicated 

automation, which results in increased production capacity. 

AI, which is based on an algorithm for machine learning, can 

swiftly absorb as well as analyze a vast data quantity at a high 

level. This incredible speed improves banking services by 

allowing for customers a customized offering option. AI is 

able to make fast judgements while executing activities 

rapidly. Machine learning is being used in the finance 

industry to reduce operational costs and increase 

profitability. This section basically involves activities from 

multiple institutions moving both front and back. Machine 

learning makes so many data point analysis thereby flagging 

suspicious transactions. 

 

(vii) Artificial intelligence enhances the effectiveness, 

precision, as well as calculation speed; it can store large 

amounts of data; and financial institutions can determine the 

most appropriate mixture of initial trade percentages based 

on degrees of minimum past reserve reduction under varying 

configurations of the trades in real time. 

 

3.2 Negative Impact of AI 

(i) AI bias 

One of the biggest challenges that AI poses today is bias. This 

would occur in situations where the individuals who have 

attributed the algorithms have created them or trained the 

data sets with bias. The immediate impact of this is the 

production of bias results, which would result in unintended 

consequences like in the scenario where the Twitter chatbot 

by Microsoft became racist. As a remedy, companies need to 

monitor the development, training and entry of datasets to the 

machines to eliminate bias. 

 

(i) Increased cybercrime 

With autonomous machines, the speed of task execution 

becomes much faster, meaning that multiple tasks can be 

accomplished at once. This creates a situation where humans 

cannot follow along with what the machines are carrying out. 

This means that malicious activities such as the development 

and delivery of virus software, phishing, and taking 

advantage of the vulnerabilities in AI systems can be carried 

out without immediate notice by humans. This creates losses 

and time wastage as mechanisms to correct the damages are 

developed. 
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4. How AI could harm the financial sector and investors. 

 

(i) Because artificial intelligence robots are extremely 

complicated, they necessitate exorbitant production and 

maintenance expenses. AI also comprises powerful software 

programs that should always be updated regularly to meet 

changing environmental needs. In the case of a serious 

breakdown, the method of system restoration and retrieving 

lost codes may take an inordinate amount of time and money 

(Lee et al., 2017). 

 

(ii) Although AI can learn and get better, it still cannot make 

the decisions. Humans could indeed take particular judgment 

calls into consideration when making decisions, which AI 

may never be able to do. Trying to replace adaptive 

individual interactions with AI would result in aberrant 

behavior within human-thing ecosystems. 

 

(iii) AI can provide a lot of power to the few people who 

control it; thus, AI carries the risk of taking control away 

from the people while demeaning actions in various ways. 

Artificial Intelligence delivered into the wrong hands can 

turn out to be a significant threat to serve humanity; if people 

start to think damagingly, wreaking havoc with this modern 

machinery (Petteri, 2018). 

 

(iv) Machine intelligence allows individuals to end up 

replacing the working population with machines, which can 

lead to widespread unemployment; when AI utility becomes 

widespread, people will become strongly reliant on this 

equipment hence losing their creative ability; whether in 

other sectors or banking, AI could lead to reduced 

employment; and individual people without anything else to 

do could indeed result to the destructive use of their thinking. 

 

5. How could AI be unethical in general? 

(i) Access to technology by wicked people- While artificial 

intelligence has the potential to accomplish a great deal of 

good, humans should be concerned about AI under the 

control of hazardous users. Artificial intelligence (AI) is 

potentially capable considerable harm if used improperly as 

technology improves. What happens when individuals, 

criminal syndicates, and rogue nations employ ai technology 

for nefarious reasons? Many firms are already thinking 

themself such questions and taking precautions against 

hostile AI threats. New technologies can take advantage of 

vulnerabilities in AI and machine learning systems. As Ai 

technologies improve in intelligence, they will be able to alter 

the structure of threats, rendering them increasingly 

undetectable, more random in appearance, more responsive 

to protocols and settings, as well as more effective at 

detecting and exploiting system weaknesses.  

 

(ii)  Furthermore, the providers of machine learning 

services, particularly those offering the cloud-based services 

which are on demand, should be aware of the identities of 

their clients. Suppose harmful persons utilized dangerous 

platforms to Organized AI attacks or other actions. In that 

case, States will start to tighten and follow up on the 

perpetrators and apply "Know Your Customer (KYC)" rules, 

similar to how financial institutions do (Marr, 2021). If such 

persons do not wish to be on the regulatory cycle’s wrong 

side, they must get smarter and begin their efforts to ensure 

that they ensure their customers are aware of their activities 

and who they are on their platforms. 

 

(iii) Rise in misinformation - AI systems have over time 

adapted to the unscrupulous traits of producing bogus photos, 

conversations, movies, and other forms of material. People 

are skeptical of everything they see, hear, read and see. What 

occurs if you are unable to detect or distinguish if a picture is 

genuine or artificially made or whether you are speaking to 

bots or a human? It has been widely stated that bots played a 

part in distributing political misinformation during the US 

Presidential elections in 2016. These profiles in the social 

media platforms, which have been automated, aided in the 

dissemination of misinformation on the internet, seeking 

voter deception and feeding the fires of partisanship (Marr, 

2021). Bots, unlike humans, never tire of working 24 hours a 

day and may create a great volume of material in a short 

period. When this news is retweeted and re-tweeted by 

others, whether genuine or false, it quickly spreads and 

becomes unstoppable. These bots are adept at disseminating 

fake or significantly distorted data, message amplification, 

and implanting thoughts and ideas in the minds of people. 

Criminals and terrorists can employ fabricated pictures or 

audio messages to bring commercial or personal harm or 

disrupt state activities. All it takes now is a few malevolent 

actors circulating misleading accusations to traumatize public 

opinion and swiftly affect the public's attitude. 

 

(iv) Companies will need to make considerations on ways to 

limit the potential harm which has been caused by AI-enabled 

production of content. Most governments and businesses are 

encouraged to view bogus information as harmful as 

cybersecurity risks and respond accordingly. 

Misinformation, propaganda, blackmail, hostile interference, 

and other "information crime" types may just devastate 

systems as electronic and physical attacks. The world is 

equipped for the unleashing of AI on individuals who have 

not been protected. Corporations that free trade in the 

user-generated material face the same penalties as 

governments when it comes to policing it. 

 

6. How Companies protect their investors from 

non-responsible and malpractices of AI 

 

(i) Responsible AI leadership is being empowered.  

The Responsible AI program should be led by an internal 

advocate, such as chief AI ethical officers. This leader 

gathers stakeholders, develops advocates within the 

company, and creates policies and principles to govern the 

development of AI systems. However, leadership which has 

authority is insufficient. No individual processes all of the 

solutions to the complicated situations identified. To have a 

real influence, organizations must have ownership that 

includes various opinions. An AI committee responsible for 

AI-related discipline helping in directing the whole program 
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and addressing complicated ethical concerns such as 

unintended repercussions and prejudice is a strong method to 

guarantee various viewpoints. The committee should involve 

representations from various business departments (public 

relations, compliance, legal, etc.), geographies, and 

backgrounds. The same may be said about Responsible AI. 

Navigating the complicated difficulties that will certainly 

arise when businesses implement AI systems requires 

diversified leadership. 

 

(ii) Creating human-AI governance 

Roles, responsibilities, and processes, in addition to senior 

leadership and a generally understood ethical framework, are 

required to guarantee that firms incorporate Responsible AI 

into the goods and services they generate. Effective 

governance entails bridging the gap between the teams 

developing AI products and the leaders and governance 

committees providing supervision, allowing high-level ideas 

and policies to be implemented. Responsible AI governance 

can take many different shapes. Elements include established 

escalation channels when hazards arise at a certain project 

stage, consistent code reviews, ombudspersons responsible 

for analyzing individual complaints, and continual 

improvement to increase capabilities and face new 

difficulties (The 5 Biggest Technology Trends In 2022 | 

Bernard Marr, 2021). 

 

 

7. How could we constrain AI from harming financial 

ecosystem? 

AI governance - Mankind had grown up and moved past an 

era when AI development was limited to the laboratory. 

Artificial intelligence (AI) is now a continuous integration 

technology that is deeply embedded in modern life. People 

think that if AI is used correctly, technology may provide 

significant benefits to economies and civilization and help 

better, safer, more equitable, and informed choices. However, 

such promise would never be achieved without significant 

caution and commitment, which includes thinking about how 

the technology's creation and use should be managed and 

what level of legal and ethical monitoring — with whom and 

when — is required. Till present, self- and co-regulatory 

measures based on current laws and opinions from 

businesses, academia, and related technical groups have been 

mainly effective in limiting inappropriate AI usage (Dafoe, 

2018). 

 

Within the restrictions imposed by present governance 

processes, scientists believe that such measures will continue 

to be sufficient in the great majority of cases (e.g., 

sector-specific regulatory bodies). However, this does not 

negate the necessity for government intervention. On the 

contrary, this report calls for governments and civil society 

organizations throughout the world to contribute 

meaningfully to the AI governance debate (Gasser, 2017). In 

particular, the study identifies five areas where the 

government, in conjunction with civil society and AI 

practitioners, may help to clarify expectations regarding AI's 

implementation in different contexts. Standards for 

explainability, ways to judge fairness, safety considerations, 

criteria for human-AI collaboration, and general 

responsibility frameworks are among them.  

 

The paper has included commentary mostly on concerns and 

tangible steps that the government, with the help of other 

stakeholders, may provide further direction in each area. 

These proposals are realistic suggestions that individuals feel 

would have a demonstrable impact on ethical AI use. This 

paper expresses its viewpoint on these specific concerns. 

Google does not have all of the solutions; on the contrary, it is 

critical for policymakers worldwide to participate in the 

debate. Researchers hope that as AI technology advances and 

our personal experience improves, the international society 

will gain more and more nuances, including better awareness 

of the market and potentially undesirable consequences that 

tough decisions imply. 

 

Conclusion 

In conclusion, Artificial intelligence is an emerging trend that 

is quickly shaping today's financial sector. As shown in the 

Literature review, AI is being integrated into the IT 

framework, creating a huge demand for AI skills from 

employees, meaning that IT skills will be a mandatory 

requirement in the future of Banking. The essence of AI 

cannot be understated since there is a myriad of ways that this 

technology is useful in the financial sector. It includes the 

detection of crime, trading algorithms, and others. 

Additionally, the challenges presented by AI are being 

explored, and amicable ways to control them being 

approached while the trend is still on the take-off stage. The 

financial sector’s future is bright with Artificial Intelligence. 
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Abstract 

Globally, the Covid-19 pandemic has been creating a global human disaster with the two million cases of infection by the 

SARS and over one hundred million of deaths. In this paper, some of the evidence of socioeconomic impacts of the 

Covid-19 pandemic are provided. The catastrophic cascade results in a global and even a collapse of the economy at the peak 

moments. However, this study aimed to examine and evaluate the social and financial impacts on a sample of developing 

(Tunisia, India, Senegal, Thailand, and Rwanda) versus developed countries (United States, Australia, France, Germany, 

and Italy). Other countries are considered as a controlling group for robustness check. First evidence compares the adversely 

consequences of the disease using the following proxies for developed versus developing countries: Growth Rate; 

Unemployment Rate; Poverty Index; External Debt; Stock Market Index; GDP. Econometric model was used for the study. 

The main findings show disruptive consequences on poverty index and unemployment rate. The comparison between the 

two groups of the countries shows that the developing countries have been facing more negative impacts compared to the 

developed countries. Though both groups have faced tremendous adverse impacts on the socioeconomic level, the 

developing countries are more vulnerable to manage the crisis than the developed countries. The reasons of the different 

impacts are discussed in the paper and could be essentially related to economic infrastructure, political stability and the tardy 

and slowness of the decision-making process. The regional development discrepancies in the developing countries could 

also be a determinant factor of the severity of the pandemic impact as the spread of the disease is stronger in small, far side 

and poor regions which are less equipped with the needed health infrastructure like hospitals, medical supplies, and ER. 

Lack of digitalization capabilities have made the vaccination process less efficient in developing countries and none of them 

have developed vaccines. The reliability on the developed countries with big pharma firms emphasises the gap in poverty 

between the two groups especially at the beginning of the pandemic. Social distancing, self-isolation and travel restrictions 

not only forced a decrease in the workforce across all economic sectors in both groups, but it also affects the psychology and 

the wellbeing of Citizens in both groups. 

 

Keywords 

Covid-19 Pandemic; Socioeconomic Impacts; Developed versus Developing Countries; Growth Rate; Unemployment Rate; 

Poverty Index; External Debt; Stock Market Index; GDP 

 

I. INTRODUCTION 

Globally, the pandemic of Covid-19 increased since 2019 

with two million cases of infection by the SARS and over one 

hundred million of deaths. There are four phases of Covid-19 

that have a major impact on developing countries and 

developed countries. Developing countries are faced with 

many pre-pandemic vulnerabilities economically and 

socially compared to developed countries which adversely 

impact these countries. Developed countries are relatively 

more economic stability and better health infrastructure 

which could allow them to have a better response to the 

pandemic. However, the developing countries are relatively 

less stable and less ready to face the crisis. In addition to that, 

developing countries already have a lack of resources that 

have a major impact on their finances and consequently on 

their general infrastructure such as hospitals infrastructure, 

medical supplies, emergency rooms (ER) capacity, political 

stability and public governance. Hence, it is legitimate to 

think that the consequences of the pandemic in these 

countries would be more catastrophic at different levels. The 

motivation of this research is to analyse the economic and 

social impacts of developed and developing countries.  

 

2. Impact of COVID-19 pandemic in developed countries 

In the global countries, the pandemic has a great impact such 

as it has an impact on the economic situation, health situation, 

and social impact also shown. The developed countries are 

those countries are the US, Canada, Austria, and others. The 

developed countries such as the US faced the issues in their 

economic condition and social condition such as the 

lockdown increased the challenges in the country. In the 

phase of lockdown, the developed countries faced issues in 

the business processes and stopped many businesses. In 

addition to that, the pandemic also had a major impact on the 

dental care sectors, export and import businesses, and 

banking sectors. As per the views of Maital and Barzani 

(2020), the unemployment rate of the developed countries 

increased, and the GDP growth rate of developed countries 

deteriorated during the pandemic. 
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Figure 1: Impact of Covid-19 in Economic Development 

(Source: Fadlallah and El-Jardali, 2020) 

It is evident that the developed countries also decreased their 

inflation rate and cannot achieve the target of the annual 

income. Besides, the lockdown phase increased social 

distancing that has a positive impact on the health condition 

and prevented the spread of Covid-19 (Fadlallah and 

El-Jardali, 2020). As per the above figure, it is shown that in 

Latin America and the Caribbean had faced more impact of 

the Covid-19 than other countries. On the contrary, the 

lockdown phase closed many companies, the social distance 

increased more issues in the interaction process that had an 

impact on the relationship between two countries. During the 

pandemic, the poverty in the countries increased and payment 

status of the developed countries changed as per the country's 

economic condition. 

 

3. Impact of COVID-19 pandemic in developing countries 

In the developing countries, the pandemic has a major impact 

in the financial development and health condition 

improvement. Needless to say, in developing countries, 

technologies are new and the knowledge of technology is the 

least. Due to this case, the pandemic of Covid-19, in 

developing countries spread more and also the death rate 

increased. As mentioned by Erokhin and Gao (2020), the 

developing countries also used finance in the development 

process and due to the pandemic; the economic growth rate 

decreased more that developed countries. In addition to that, 

the developing countries have decreased their unemployment 

rate and increased poverty.  

 
Figure 2: GDP Growth Rates in Developing Countries 

(Source: Wattagnet, 2021) 

As per the above figure, it can be stated that the developing 

countries decreased their GDP growth rate during the 

pandemic. In this figure, it is shown that the Ukraine had a 

GDP growth rate of 4% in 2006-15 and it decreased to -2% 

during the pandemic (Wattagnet, 2021). The pandemic 

increased in the countries of Australia and Tunisia is a 

developing country. In this country, people are 

middle-income people and this country is still developing due 

to poor governance. The pandemic in this country impacted 

more in this country due to the poor governance and poverty, 

unemployment rate, and other issues. This country faced a 

sharper decline in the financial growth during the pandemic. 

In 2019, the unemployment rate of Tunisia was 15.13% and 

inflation rate was 6.72% (Statista, 2021). The GDP of 

Tunisia, the country of Australia, was $140.190 billion (PPP, 

2019). 
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4. Methodology 

In this research work, the variables are the poverty index, 

unemployment rate index, the balance of payment status, and 

the political risk index that is collected from Moody of 

developed and developing countries. Along with that, the 

inflation rate, GDP per capita, Stock market index, External 

debt, and corruption index of developed countries and 

developing countries to differentiate the impact of pandemic. 

This information is collected from World Bank, IMF, and 

other journals and pdfs. The information of the research 

article is collected from secondary resources through using 

stratified sampling methods. Apart from that, the research 

article follows the secondary quantitative data collection 

method and the data is analysed from the SPSS software. The 

correlation and regression analysis are done in this research 

to test the following hypothesis using macro-economic data.  

Data is collected from different sources mentioned below.  

Hypotheses Testing 

H0 (Null hypotheses): Developing countries faced more 

social and financial issues rather than developed 

countries during Covid 19 pandemic 

H1 (Alternative hypotheses): Developing countries did not 

face more social and financial issues than developed 

countries duringCovid-19 pandemic 

 

We start the analysis by comparing two extreme countries to 

observe the results that will be generalized for the whole 

sample of ten countries. This study aims to examine and 

evaluate the social and financial impacts on a sample of 

developing (Tunisia, India, Senegal, Thailand, and Rwanda) 

versus developed countries (United States, Australia, France, 

Germany, and Italy). 

 

Economic Impact in the year 2020 

Countries 

(developed / 

developing) 

GDP 

Growth 

rate 

Inflation 

Rate 

Poverty 

rate 

Unemployment 

rate 

Balance of 

Payment 

Status 

External 

Debt 

Stock 

market 

index 

Tunisia -8.6% 5.64% 19.10% 16.69% 143.300 55.77% 21.85% 

United States -3.5% 1.40% 11.40% 8.10% -647.218 102.2% 13.95% 

Table 1: Economic impact of the Pandemic in US and Tunisia 

(Source: Developed Based on World Bank, 2021) 

 

5. Results and discussion for other developed and 

developing countries 

5.1 SPSS Analysis 

In this research work, the SPSS is done using the data of 

poverty, GDP per capita and other information that is already 

mentioned. The Regression and correlation are done in the 

SPSS to analyse the validity and reliability of findings. 

5.1.1 Correlation 

 
Figure 3: Correlations between GDP Growth and Poverty Rate of Developed and Developing countries 
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The above figure shows the result of the relation between 

GDP Growth rate and poverty rate of developed and 

developing countries. As per the result of this matrix, the 

correlations are replicated. It is evident that the correlation 

table represents the Spearman’s correlation that the relation is 

between two variables is non-linear. The relationship 

between these variables is not stronger because the GDP 

growth rate is not only dependent on poverty rate of 

countries. 

 
Figure 4: Correlation between Inflation rate and Unemployment rate of Developed and Developing Countries 

Above figure depicts the relation between inflation rate and 

unemployment rate of developed and developing countries. 

In this instance, as per the result of this analysis, it can be 

stated that the relationship between poverty rate and inflation 

rate is strong. The correlation result assists that poverty rate 

can be reason of decreasing inflation rate of a country. 

5.1.2 Regression 

 
Figure 5: Model Summary of Unemployment Rate and Poverty Rate of Developed and Developing Countries 

R value of .317 signifies that 31% of prediction is correct and 

R square value of this table signifies that 10% of the 

variability of dependent variable can be interpreted by the 

independent variable. As per this model summary, it can be 

said that the variables that are selected for the research are 

positive, however, those variables are appropriate for the 

comparison to get the information of impact of pandemic on 

the developing countries. This result helps to prove 

alternative hypothesis of the research. 

 
Figure 6: ANOVA Table of Poverty Rate and Unemployment Rate of Developed and Developing countries 

The F-ratio of the ANOVA table investigates whether the 

entire regression model is a good fit data. The above table 

displays that the independent variable (poverty rate) 

statistically significantly predict the dependent variable 

(unemployment rate), F (1, 38) = 1238.357, p< .0005. As per 

this result of variable, it can be stated that the results are 

significant. 
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5.2 Graphical Representation 5.2.1 Economy of Developing countries 

 
Figure 7: BoP status Index of Tunisia 

(Source: Ceicdata, 2021) 

In this figure, it is shown that the balance of payment of the 

developing country decreased during the pandemic phase 3. 

As per the views of Eisenschmidtet al. (2017), Balance of 

Payments (BoP) is the information of entire transactions of a 

particular country that is made between entities in one 

country and the rest of the world. In this case, the country 

records all the transaction information that is done with other 

international countries. During the pandemic, the BoP status 

of the country decreased and majorly decreased during the 

phase 3 of the pandemic. 

 
Figure 8: Economy of Developing Countries 2017 and 2020 

As per the above representation, it can be demonstrated that 

developing countries had the issues in economy and they 

were implementing new technologies in their countries. In 

addition to that, the countries also now implements new 

technologies to reduce the impact of the pandemic. The 

above graphical representation depicts that unemployment 

rate and poverty rate had increased more during the pandemic 

compared to 2017. The pandemic had reduced the GDP 

growth rate more of developing countries in 2020. The 

pandemic has impacted on the technological development 

and economic development of developing countries. 
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Figure 9: Stock Market Index of Tunisia 

(Source: Trading Economics, 2021) 

The Stock market of the developing country named Tunisia 

decreased during the pandemic. In June 2020, the Stock 

Market Price was 6747 and in December 2020 was 6890. 

During the third phase of the pandemic, the Stock market 

price was 7158 and during the fourth phase of pandemic, the 

stock price was 7272 (Trading Economics, 2021).Compared 

with two scenarios before and after pandemic, it can be said 

that the developing countries has faced more impact in their 

business development and educational development for 

technology. In this case, developing countries has faced the 

issues of economic development of the countries and reduced 

the inflation rate of developing countries. Needless to say, 

developing countries had the issues of poverty, and also 

technological invention capabilities were less than others that 

increased the issues during the pandemic.  

5.2.2. Economy of Developed countries 

In this case, it can be stated that the United States is the 

developed country and the pandemic has impacted on the 

economy in this country. In the following figure, the BoP 

status index of the US is given. In addition to that, in this 

section, the impacts of the pandemic on developed countries 

are properly demonstrated. 

 
Figure 10: BoP status Index of the US 

(Source: Ceicdata, 2021) 

In the US market, the entire transaction was more decreased 

during phase 1 to phase 4. In the above figure, it is shown that 

-2867.000 transactions were done by the US during pandemic 

phase 1. Besides, the country managed their transaction 

during the phase 4 of the pandemic. 
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Figure 11: Economy of Developed Countries 2017 and 2020 

The pandemic is the major trend of marketplace that has 

improved more technologies in the developed countries. On 

the contrary, it has impacted in the economy of the developed 

countries. Compared to 2017, the GDP growth rate and 

inflation rate of developed countries of 2017, the result of 

2020 helps to understand the impact of the pandemic in the 

developed countries. The above figure depicts the poverty 

rate and GDP growth rate of developed countries. Due to the 

pandemic, the GDP growth rate has decreased in 2020 and 

also the unemployment rate and poverty rate has increased. 

The economic breakdown has increased in developed 

countries and also the BoP status of developed countries has 

decreased in 2020.Politically and technically, the developed 

countries was stable, however, due to the decision of 

lockdown, the economic breakdown has been shown in 

developed countries. 

 
Figure 12: Stock Market Index of the US 

(Source: Trading Economics, 2021) 

The stock market price of the country faced many issues 

during the pandemic situation and the developed country 

increased their stock market price during the pandemic. The 

stock market prices were 26951 in July 2020 and in 

December was 30066 (Trading Economics, 2021). As per the 

above information and figure, it can be stated that the country 

increased their stock market prices during the pandemic and 

improved their economy. It helps to achieve the return 

properly and improve the economy of the country. 
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5.2.3. BetweenDeveloped and Developing Countries 5.2.3.1. GDP Growth 

 
Figure 13: GDP growth of Developed and Developing Countries 

As per the above study, it can be said that the impact of the 

pandemic had more in the Tunisia and also in India. On the 

contrary, the less impact on GDP growth rate had in Australia 

and US. In this case, it can be evaluated that the developing 

countries has faced more impact than developed countries in 

their GDP growth rate. 

5.2.3.2. Inflation Rate 
 

 
Figure 14: Inflation Rate of Developed and Developing Countries 

As per the graphical representation of inflation rate of both 

developed and developing countries are depicted properly. In 

this case, the major impact of the Covid-19 pandemic has 

faced Thailand and Italy. In this case, compared to Thailand 

and Italy, the inflation rates of both countries are -0.85% and 

-0.15% respectively. As per this view, it can be demonstrated 

that the developed countries faced less impact of the 

pandemic compared to developing countries. 
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5.2.3.3. Poverty Rate 

 
Figure 15: Poverty rate of Developed and Developing Countries 

As per the above figure, the poverty rate of developing 

countries has increased more than developed countries. The 

excessive poverty rate has increased in Rwanda 70% and less 

poverty rate has increased in France 8%. 

5.2.3.4. Unemployment rate 

 
Figure 16: Unemployment rate of Developed and Developing Countries 

In the above figure, it is shown that the unemployment rate of 

developing and developed countries appropriately. The result 

of unemployment rate helps to depict the impact of the 

pandemic in developed and developing countries. In addition 

to that, the information helps to demonstrate that more 

unemployment rate has increased in Tunisia. The result 

depicts that the unemployment rate has increased in 

developing countries more than developed countries. 

Compared with US and Australia, the unemployment rate has 

increased more in Tunisia and India. 
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5.2.3.5. Balance of Payment 

 
Figure 17: BoP of Developed and Developing Countries 

Balance of Payment of the country developed country 

anddeveloping country faced the impact due to the pandemic. 

Needless to say, the pandemic increased the health issues that 

stopped the interaction between countries. In this case, BoP 

status decreased for the countries. The above figure shows 

that BoP status of Tunisia had been managed by the country 

because the interaction between countries was not properly 

stopped. Due to this case, the country increased the BoP 

status of Tunisia compared to the US country BoP status rate. 

5.2.4. Vaccination impact on the US 

5.2.4.1. New Cases of Covid-19 in the US 

 
Figure 18: New Cases of Covid-19 in the United States 

(Source: Reuters, 2021) 

In the US, from March 1, 2020 to December 20, 2021, the 

new cases have increased and it has managed properly 

through giving vaccination to the community people. As per 

the above figure, in December 2021, the new cases of the 

pandemic have not increased more than 100K in the US. 

5.2.4.2. New Deaths Due to Covid-19 in the US 

 
Figure 19: New Deathsdue to Covid-19 in the United States 

(Source: Reuters, 2021) 

The above figure depicts that the death rate in the US due to 

the pandemic has been managed through giving the 

vaccination to the community people. In this case, the death 

has managed in December due to the Covid-19 and it has not 

increased more than 2K. 
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5.2.5. Financial Impact due to pandemic in developing 

and developed country 

 

 
Figure 18: Financial Impact due to pandemic in developing and developed country 

The above chart depicts the inflation rate, GDP growth rate, 

poverty rate, and unemployment rate of 5 developing 

countries and 5 developed countries. Five developed 

countries are US, Australia, Germany, France, and Italy, and 

five developing countries are Tunisia, India, Senegal, 

Thailand, and Rwanda. In this figure, the highest poverty rate 

is shown in Rwanda in 2020 as 70% during pandemic and 

lowest poverty rate is shown 8% in France in 2020 during 

pandemic. In this case, it can be argued that the pandemic has 

impacted on developing countries more than developed 

countries. 

 

5.2.6. Comparison between developed and developing 

countries during the pandemic and pre-pandemic 

scenario 
 

 
Figure 19: Comparison between developed and developing countries during the pandemic and pre-pandemic scenario 

As per the above representation, it can be said that the 

developed countries had more developed economy before 

pandemic rather than developing countries. Apart from that, 

the developed countries had faced less negative impact on the 
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economy than developing countries. On the other hand, the 

pandemic reduced the economic growth of global countries 

including developed and developing countries. Poverty rate 

and unemployment rate have increased in the developing and 

developed countries due to the pandemic. 

5.2.7. Discussion 

As per the above analysis and the result, it can be discussed 

that the country US faced major issues in their economic 

development process during the pandemic. On the contrary, 

the country Tunisia faced less impact of the pandemic of 

Covid-19 than the US (Amirat and Zaidi, 2020).  Due to the 

major transaction process of the country Tunisia helped to 

manage the economic development of the country, where the 

unemployment rate increased. On the other hand, the 

unemployment rate of the US was not more than Tunisia; 

however, the BoP status of the country was less than Tunisia. 

Financial impact of the pandemic has more in developing 

countries than developed countries. In addition to that, 

political risks in the developing countries increased due to 

low GDP growth. Moreover, due to the pandemic, health of 

citizens faced more impact such as death rate increased due to 

Covid-19. 

As per the above result, it also can be discussed that the GDP 

growth rate and inflation rate of both developed and 

developing countries have faced the impact of Covid-19. In 

this case, the developing countries faced major impact due to 

their economy was unstable due to the adaptation process of 

technologies (Wattagnet, 2021). With the exception of, the 

developed countries have the availability and accessibility of 

technologies, conversely; the developing countries have the 

issue of technological development. In this case, the 

developed countries faced less impact compared with 

developing countries. 

6. Conclusion  

Based on the above discussion it is found that the recent 

pandemic of Covid-19 has affected the global economy in an 

adverse manner. Both the developed and developing 

countries have faced several difficulties in respect to 

financial development, employment generation, poverty 

reduction, providing adequate health facilities and other 

parameters related to the common public wellbeing. It is 

found that the unemployment rate in the US has been affected 

less in comparison to Tunisia. On the other hand, the BoP rate 

of Tunisia is found to be more than the US. Same results were 

observed between the developed countries and the 

developing countries for most of the following 

macro-variable indicators. Main reason behind the 

aforementioned issue is found in the number of financial 

transactions between Tunisia and other global countries 

during the pandemic situation than the US. The pandemic had 

a major impact on finance, health, politics, and other factors 

of society. Indeed, the comparison between the two groups of 

the countries shows that the developing countries have been 

facing more negative impacts compared to the developed 

countries. Though both groups have faced tremendous 

adverse impacts on the socioeconomic level, the developing 

countries are more vulnerable to manage the crisis than the 

developed countries. The reasons of the different impacts are 

discussed in the paper and could be essentially related to 

economic infrastructure, political stability and the tardy and 

slowness of the decision-making process in developing 

countries. The regional development discrepancies in the 

developing countries could also be a determinant factor of the 

severity of the pandemic impact as the spread of the disease is 

stronger in small, far side and poor regions which are less 

equipped with the needed health infrastructure like hospitals, 

medical supplies, and ER capacity. Lack of digitalization 

capabilities have made the public awareness and vaccination 

processes less efficient in developing countries. Besides, 

none of them have developed their own vaccines remaining at 

the mercy of developed countries which served their own 

citizens at the beginning of the pandemic. The accessibility of 

the developed countries to big pharma firms emphasises the 

gap in poverty between the two groups especially at the early 

stage of the COVID-19 contagion. Social distancing, 

self-isolation, lockdowns, quarantines, and travel restrictions 

not only forced a decrease in the workforce across all 

economic sectors in both groups, but they also affect the 

psychology and the wellbeing of Citizens in both groups. 
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Abstract 

This paper is aimed to develop insights and capabilities to optimize Corporate Advantage (CA) of Parent company with the 

entities in its business portfolio.  A conceptual approach and potential solution are established to align and integrate 

Parenting Characteristic (PC) and its potential Parenting Opportunity (PO) to influence the performance of Parent company 

and entities within its business portfolio. Most Parent companies have established policies to ensure the effectiveness of 

strategies applied to each entity to create corporate and competitive advantage; however, such initiatives have potential 

impact to destroy value rather than create. A balance perspective of perception and tool to assess parenting fit are required as 

well as, the way to select policies accordingly. Such approach is expected to drive appropriate strategic choices for parent 

company and its entities. This paper uses a study case approach of one corporate company with 5 (five) subsidiaries.  The 

outcomes of this paper demonstrate that some of the decisions which have been made at Parent office are proven to create 

value, but others are indeed destruct the value. Through this finding, Parent can revise its policy and expand activities to 

synergize in vertical and horizontal approaches to further optimize the overall performance. 
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1. INTRODUCTION 

Uncertainty in business environment, followed by era of 

industrial and social revolution have significantly spurred 

changes in the way how management formulate strategy 

and make decision on surviving and growing. A 

considerable amount of literature has emphasized the 

importance of screening inward rather than outward to 

exploit unrevealed resources and capabilities (Wernerfelt, 

1984; Collis & Montgomery, 2008; Fahy, 2000; Jay 

Barney, 1991; Gibson et al., 202; Clemons, 2019). 

Subsequently, transformation of knowledge and 

experience to creativity and innovation also confer an 

important role in building sustainable value creation. 

Various corporate company continuously and deliberately 

seek vital elements to remain competitive and become 

reconcile with learning process and its potential 

implications to provide causal ambiguity (Lippman & 

Rumelt, 1982; Adams & Lamont, 2003; Yu et al., 2017; 

Mahdi et al., 2019; Yang et al., 2021). Enabling such 

inward orientation also requires leadership and 

commitment from top management, especially in 

integrating strategy with people in respect to appropriate 

competencies and insights but simultaneously possess 

inclusivity to social and environment forces, both at 

parent and subsidiaries level accordingly (Haseeb et al., 

2019; Silvestre & Ţîrcă, 2019; Mooney, 2007; Shvetsova, 

2019; Kim & Kim, 2021; Adamsen & Swailes, 2018; 

Prahalad & Hamel, 2009).  

Albeit inward-looking orientation are facilitated with 

proper understanding about the existing resources and 

capabilities along with competency, aligning perception 

of how to create value remain unsolved and at some 

extend promotes value destruction. Being hypnotized to 

potential value creation, managers are blinded to value 

destruction. The push from complexity of transitional 

business conditions creates a need for creating value 

through aggregation of different business in complex 

corporate enterprise, which ultimately forms 

multi-business firm. Later on companies start 

implementing various initiatives to extend business and 

product scope through partnership or investment even to 

unrelated business diversification (Hamel & Prahalad, 

1993; Jarillo, 1988;  Gupta & Govindarajan, 2017; Cyriac 

et al., 2012; Mauborgne & Kim, 1999).  

Business-level strategy alone cannot meet the strategic 

needs of large, multi-business companies. Such 

companies need strategies for each of their businesses, 

therefore they need a corporate-level strategy. The 

corporate-level strategy provides a rationale for keeping 

all these businesses grouped together under common 

ownership and at some distance from outside shareholders 

and investors. The businesses are directly involved in 

value creation: they produce goods and services and 

attempt to sell them for more than their cost. But the 

parent is involved much less directly. Its ability to create 

value depends largely on its characteristic and potential to 

influence on the businesses and the way it supports 

them. The parent acts as an intermediary between the 

businesses and outside investors. It clearly incurs costs, 

both direct and indirect. It is justified only if it creates 

more value than these costs. If it does not, businesses and 

shareholders would be better off without it. To justify its 
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existence, the parent should be able to demonstrate that its 

businesses perform better in aggregate than they would as 

a series of individual, stand-alone entities. Few corporate 

parents appear to pass this test. Most destroy value, not 

primarily through bloated departments or excessive pay, 

but through the damaging influence they inadvertently 

exert on their businesses.  

The concept of parenting advantage is clearly 

distinguished from the widely known concept of core 

competencies Prahalad & Hamel, (2009). On the other 

hand, Goold & Campbell, (2003) criticize the core 

competence theory’s sole focus on technical or operative 

core competencies and the resulting failure to deliver 

practical guidelines for the formulation of an overall 

company strategy and inability to explain the existence of 

successful diversified multi-business companies. The 

concept of parenting advantage picks up the thread at this 

articulated deficit and demands that the corporate parent 

not only formulates a successful overall strategy, but also 

provides evidence that it is the best possible owner of each 

individual business in the corporate portfolio. 

Consequently, corporate parents should not only endow 

the business units with value; they must also guarantee 

that the value they contribute is greater than the costs they 

cause, and that this net value is the highest among all 

potential owners. Otherwise, the corporate strategy is 

suboptimal and destroys shareholder value.  

Typically, parents have potential to destroy value in 

several ways. If they do not have a good feel for a 

business, they are likely to focus on the wrong issues, 

appoint unsuitable managers, or press for inappropriate 

levels and measures of performance. Even if the business 

is more familiar, capital rationing and political pressures 

distort the flow of information that reaches the parent, 

frequently encouraging misperceptions. Attempts to gain 

economies of scale through central departments all too 

often lead to unresponsive or compromised services; 

apparent synergies are sponsored with little appreciation 

of the opportunity costs involved; business managers are 

pressed into corporate policies that fail to match their 

individual circumstances. Underlying such value 

destruction is some type of misfit between the parent and 

the business in question. 

In order to create value, parent must do more than simply 

avoid creating damaging misfits. It must have some skills 

or resources that are especially helpful to its businesses. It 

must help its businesses address opportunities to improve 

their performance that they would fail to realize by 

themselves. The nature of these opportunities varies from 

one business to another. In one business, there may be an 

opportunity to improve performance by applying tighter 

controls than would exist if the business were 

independent. In another business, there may be an 

opportunity to facilitate the sharing of complex 

know-how that would not occur between stand-alone 

entities. Such different opportunities can be realized only 

by applying different parenting skills or characteristics. 

The essence of successful parenting is therefore to create a 

fit between the way the parent operates – the parent’s 

characteristics – and significant improvement 

opportunities that exist in its subsidiaries, especially to 

satisfy the critical success factor of its subsidiaries. A 

parent company that is well-suited to address certain 

opportunities may be ill-suited to address others. 

In complex structures, Goold & Campbell, (2002) noted 

that parent company consists of a variety of levels of line 

management, supported by different types of staff. The 

parent, particularly at group and division levels, is often 

more hands-on, and shares more responsibilities with the 

operating units than in simple structures. There is 

therefore a spectrum of general management levels, from 

the corporate CEO, through intermediate parent levels, 

down to business units and, eventually, 

sub-businesses. While the differences in role between a 

hands-off corporate level CEO and a deeply involved 

business unit general manager are clear, there are several 

shades of grey along this spectrum.  

 

2. CONCEPTUAL FRAMEWORK 

 

2.1. Parenting Characteristics 

As part of research on corporate parenting, Kruhler et al., 

(2012) have developed a simple tool that can be used to 

assess a company’s parenting strategy and to visualize its 

key dimensions. The parenting strategy is leading to the 

existence of parenting characteristic. There are five 

categories of parenting activities identified by factor 

analysis of the survey data, which each defined three 

primary sub-activities. The strategy provides parent with 

distinctive profile, such as: 

a. Key sources of value added: provide cheap and 

flexible external and internal funding, protection 

from capital market pressure and reporting 

requirements, alignment of planning and budgeting 

process, reporting and improvement initiatives 

among subsidiaries with the present of parent. 

b. Key risk of value destruction: solve conflict of goal 

against short terms and long terms value creation 

target, cost of complexity and inefficient corporate 

process. 

In order to create value, the parent must do more than 

simply avoid creating damaging misfits. It must have 

some skills or resources that are especially helpful to its 

businesses. It must help its businesses address 

opportunities to improve their performance that they 

would fail to realize by themselves. The nature of these 

opportunities varies from one business to another. In one 

business, there may be an opportunity to improve 

performance by applying tighter controls than would exist 

if the business were independent. In another business, 

there may be an opportunity to facilitate the sharing of 

complex know-how that would not occur between 

stand-alone entities. Such different opportunities can be 

realized only by applying different parenting skills or 

characteristics (PC). 
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2.2. Parenting Opportunity 

Goold et al., (1995), the essence of successful parenting is 

to create a fit between the way the parent operates, the 

parent’s characteristics, and significant improvement 

opportunities (PO) that exist in its businesses, . A parent 

that is well-suited to address certain opportunities may be 

ill-suited to address others. For example, a parent whose 

systems and staff are well-suited to squeezing cash out of 

mature businesses and to resisting unprofitable growth 

strategies that will destabilize the market will not be 

well-suited to facilitating complex linkages across 

emergent high-growth applications of new technology. 

The parent’s skills are not good or bad in any absolute 

sense; their value depends on the nature and needs of their 

businesses. If these elements fit well together, value will 

be created. Once there is a fit between parent and its 

subsidiary, then corporate advantage exists. The 

configuration of parenting advantage can be seen at 

Figure 1. 

 

 
Figure 1: Parenting Advantage Configuration 

 

Kruhler et al., (2012) mentioned that at least there are 10 

area to look for PO, which parent can seek to select 

accordingly. They are: 

1. Size and age: large and old successful business often 

accumulate bureaucracies and overhead that are hard to 

eliminate from the inside. Whereas small and new 

businesses may have in sufficient functional skills, 

managerial-succession problems, and insufficient 

financial resources. 

2. Management: configuration and existence of top-quality 

managers compared with competitors, ability to focus on 

right objectives, able to attract and retain people with 

hard-to-find skills. 

3. Business Definition: way of how managers understand 

about the going on business and consequently target 

market. The trend of outsourcing and aligning, 

configuration of business portfolio to maximize 

competitive advantage. 

4. Predictable Errors: potential for managers to make 

prediction mistake, such as decision to excessive 

diversification, long product cycle can encourage 

excessive reliance on old products, and cyclical markets 

can lead to overinvestment during upswing. 

5. Linkage: effectiveness of business linkage among 

subsidiaries. 

6. Common Capabilities: potential to share capability that 

are common to all the subsidiaries. 

7. Special expertise: subsidiary benefit from specialized or 

rare expertise that the parent possesses. 

8. External Relations: parent can manage better the external 

stakeholders, such as shareholders, government, union, 

supplier, etc. 

9. Major Decision: subsidiary face difficult decision in the 

area in which it lacks expertise, such as making big 

acquisition, extending capacity, major funding, etc. 

10. Major Changes: subsidiary need to make major changes 

in areas with which its management has little expertise. 

2.3. Critical Success Factor 

Leidecker & Bruno, (1984) define critical success factor 

(CSF) as factor that influence limited number of areas in 

which results, when satisfied, will insure the successful 

competitive performance for the organization. CSF is 

variable for management through its decision that can 

affect significantly the overall competitive positions of 

firm. Furthermore, in analysis of CSF, there are three 

level that will satisfy common elements of the strategy 

formulation process, such as strategy identification, 

environmental analysis, resource analysis, gap analysis, 

strategic alternatives, strategic evaluation, and strategic 

choice. 

Boynton & Zmud, (1984) define as factors that must go 

well to ensure success for a manager or and organization. 

It attempts to make explicit specified key areas that 

dictate managerial and organizational success. At the 

operational level, CSF enable critical organization 

information processing needs are explicitly addressed. 

The development of organizational CSF and their use as a 

guidance for bounding and directing implementation 

efforts also provide a means to improve the overall 

integration of information system efforts. On the other 

hand, at strategic planning, CSF connects corporate 

strategic interest and the strategic planning efforts of the 

information function. 

Moeuf et al., (2020), the role of CSF cannot be separated 

to the efforts to identify risks and opportunities, especially 

when industry is facing the disruption era of Industry 

4.0. Assessing risks and opportunities will leverage the 

enrichment of context, where CSFs determination become 

optimized. 

 

3. RESEARCH METHODOLOGY 

The conceptual approach in the research is conducted to 

parent company which has five subsidiaries with 

difference business, such as Hotel, Food, Travel, 

Transport and Logistics. The structure of sampling is 

shown in Figure 2.  



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 209 
 

 
Figure 2: Respondents Configuration 

 

Data are collected based on respondent perception from 

corporate office to representation from each subsidiary. 

From parent company, the respondents are corporate 

secretary, IARM (internal audit dan risk management), 

HCM (human capital management), FIN (financial) and 

ICT (information, communication, and technology).  

Data are collected via focus group discussion and the 

same worksheet are used for parent company respondents 

and respondent from subsidiaries. The idea is to figure out 

whether there are significant discrepancies on both 

parties. 

 

The worksheet satisfies measurement of value added and 

destroy in respect to top-down approach (parent and its 

subsidiaries) and synergy among subsidiaries.  Figure 

below provides an idea to find how is the profile of 

perception influences the discrepancy among parent and 

subsidiaries which is measured by the disparity distance 

(DD) and disparity angle (DA). DD reflects how far is the 

gap of valuation between parent and each subsidiary and 

DO reflects the polarity of perception among them. 

Positive DA means that there is the same way of 

perception between them whereas when its negative 

means that parent and subsidiary have reverse perception 

between them, so if parent says that his existence has 

provide potential value-added, then the subsidiary says 

that due to parent interference it experiences value 

destroy. The final decision is made through moderate 

approach, where it balances the gap among parent and all 

its subsidiaries. Potential perception scenario in respect to 

DD and DA can be seen Figure 3. 

 
Figure 3: The structure to determine DD and DA 

To further understand DD and DA concept, below in 

Figure 4, there are four scenarios that explain the 

application of DD and DA. 

 
Figure 4: The scenario for DD and DA 

To figure out fitness level among parent and its 

subsidiaries, Ashridge Matrix or Parenting Fit 

Assessment is introduced. The matrix is configured with 

based on the fitness among PC and CSF of subsidiary, and 
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the fitness among PC and PO. Based on the option given, 

the matrix consists of five areas, known as:  

1) Heathland  

2) Hedge of Heathland 

3) Ballast  

4) Value trap  

5) Alien territory  

 
Figure 4: The worksheet of Parenting Fit assessment 

Figure 4 shows the worksheet of parenting fit matrix. The 

score of 1 to 5 for each axis represents the fitness level, 

where 1 is defined misfit and 5 is fit. The application of 

this matrix starts with positioning all the subsidiaries by 

calculating the DD and DA. 

A worksheet is prepared, and deep interview is conducted 

to the related personal both at the parent level and 

subsidiaries. Once conducted, then analysis and 

evaluation are carried out accordingly and finally the 

coordinate value is plotted to the worksheet parenting fit 

assessment. 

Table 1-A shows the check sheets for conducting deep interview in Value Creation by Parent 

 
 

 
Table 1-B shows the check sheets for conducting deep interview in Value Creation through Sinergy among Subsidiaries 

A.1

A.1.1 Strategic Guidance and Support W S W x S

A.1.1.1 Parent provides an overall vision and strategic direction to LoB 10% 0,00

A.1.1.2 LoB is supported by the parent with specific strategic expertise (e.g., Strategic planning process/methods) 14% 0,00

A.1.1.3 Parent actively promotes LoB's M&A projects (e.g., through active involvement in the deal process) 8% 0,00

A.1.1.4 Company resources are allocated efficiently by the parent 14% 0,00

A.1.1.5 Parent staff reduces value-destroying behaviour of LoB through tight performance monitoring 9% 0,00

A.1.1.6 Operational performance is improved by parent interference (e.g., manager replacement, turnarround help) 13% 0,00

A.1.1.7 LoB can pursue longer-term perspectives due to protection from external capital market pressure 14% 0,00

A.1.1.8 Parent actively foster cooperation between LoBs (e.g., operations, marketing, or research) 8% 0,00

A.1.1.9 LoB is encouraged by the parent to share knowledge and talent (e.g., through corporate initiatives) 10% 0,00

100% 0,00

Value Creation of Parent (Corporate Headquarters)

Sub-value

A.1.2 Central Resources and Sevices W S W x S

A.1.2.1 LoB benefit from central assets provided by the parent (e.g., brands, or patents) 10% 0,00

A.1.2.2 Parent provides essential capabilities to the LoB (e.g., risk management, safety and health management) 14% 0,00

A.1.2.3 Lob realizes cost advantages by using centrally bundled functions (e.g, procurement, IT) 8% 0,00

A.1.2.4 LoB benefits from short-term internal financing to avoid expensive external debt 14% 0,00

A.1.2.5 Parent offers lower cost of external funding than LoB could achieve (e.g., greater negotiation power) 9% 0,00

A.1.2.6 LoB benefits from tax optimization across the corporate portfolio 13% 0,00

A.1.2.7 External reporting requirements for the LoB are minimized due to consolidated disclousers 14% 0,00

A.1.2.8 LoB benefits from a higher attractiveness as an employer (e.g, career opportunities) 8% 0,00

A.1.2.9 LoB benefits from a broader pool of management talent 10% 0,00

100% 0,00Sub-value
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Table 1-C shows check sheets for conducting deep interview in Value Destruction by Parent 

 

 
Table 1-D shows check sheets for conducting deep interview in Value Destruction through Sinergy among Subsidiaries 

 

 

In interpreting the data, all measurements, both from 

parent level and each subsidiary, the final value will be 

taken as average value, which means that the perception 

calculation is based on moderate approach (not 100% 

follow parent and 100% follow subsidiaries. 

 

4. SIMULATION RESULTS 

After conducting the deep interview for both the parent 

level at divisional level and subsidiaries, data is collected 

B.1

B.1.1 Sales and Mangerial Synergies W S W x S

B.1.1.1 LoB increases sales through cross-selling to the same customer base (e.g, sales of complementary goods) 23% 0,00

B.1.1.2 LoB increases sales through bundling of products from different LoBs 25% 0,00

B.1.1.3 LoB benefits from sharing capabilities with each other (e.g., customer knowledge) 17% 0,00

B.1.1.4 LoB benefits from sharing market related experiences with other LoBs (e.g., product launches) 15% 0,00

B.1.1.5 Lob benefits from joint development of new strategic assets and capabilities with other LoBs 20% 0,00

100% 0,00

B.1.1 Operating Synergies W S W x S

B.1.2.1 LoB realizes economies of scope due to cooperative actions within an integrated value chain 23% 0,00

B.1.2.2 LoB realizes economies of scale from combined activities (e.g., joint sales force, product platform) 25% 0,00

B.1.2.3 LoB benefits from pooling assets among each other (e.g., utilization of product platform) 17% 0,00

B.1.2.4 LoB has cost advantages through combined purchasing power on supplier markets 15% 0,00

B.1.2.5 LoB benefits from lower internal transfer pricing compared with arm's-length transactions 20% 0,00

100% 0,00

Value Creation from Linkages with Other LoB

Sub-value

Sub-value

A.2

A.2.1 Negative Influence W S W x S

A.2.1.1 Parent has insufficient expertise and skills with regard to the critical success factors of the LoB 18% 0,00

A.2.1.2 Central decision-making is predominantly driven by political matters (e.g, justification of past decision) 10% 0,00

A.2.1.3 Parent prefers investing in LoB that corporate-level management is familiar with 12% 0,00

A.2.1.4 Parent favors growth over value creation (empire-building) 10% 0,00

A.2.1.5 Parent favors corporate risk disversification over creating (e.g, minimizing own job risk) 14% 0,00

A.2.1.6 Being part of corporate portfolio, LoB are eluded from beneficial capital market pressure 17% 0,00

A.2.1.7 Ongoing parent interference decreases LoB managers' motivation (e.g., central over-ruling practice) 19% 0,00

100% 0,00

Value Destruction of Parent (Corporate Headquarters)

Sub-value

A.2.2 Overhead Costs W S W x S

A.2.2.1 Parent offers services which are not needed by the LoB 25% 0,00

A.2.2.2 Overhead charges are too high in regards to  the scope and quality of the services offered 22% 0,00

A.2.2.3 Some LoB resources are only needed to fulfill parent's requirements (e.g, reporting obligations) 15% 0,00

A.2.2.4 Parent requirements prevent LoB managers from running their business effectively (e.g, inward focus) 18% 0,00

A.2.2.5 Complex parent processes reduce flexibility and slow down decision-making 20% 0,00

100% 0,00Sub-value

B.2

B.2.1 Resource Competition W S W x S

B.2.1.1 Marginal LoB are deprived of management attention at corporate level 40% 0,00

B.2.1.2 Strong LoB have to subsidize weak LoBs in terms of CAPEX allocation 35% 0,00

B.2.1.3 LoB has to play a specific role in the portfolio that prevents them from realizing their value potential 25% 0,00

100% 0,00

Value Destruction form Linkages with Other LoBs

Sub-value

B.2.2 Cost Complexity W S W x S

B2.2.1 LoB are wasting resources on additional effforts for internal corporate processes 30% 0,00

B2.2.2 Decision-making processes are slowed down due to high coordination requirements 40% 0,00

B2.2.3 Internal power struggles lead to wrong-decision and prevent LoB from realizing their value potential 15% 0,00

B2.2.4 LoB are wasting resources and time on tactical maneuvers for influencing parent decision-making 15% 0,00

100% 0,00Sub-value
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and shown in Table 2. TV = travel, TR = transport, HT = hotel, LG = logistic, FD = food. 

 
Table 2: Recapitulation of Deep Interview Data Collection 

 

 

The recapitulation of data analysis can be seen in Table 3. 

 
Table 3: Data analysis to acquire the coordinate of subsidiaries 

 

The ∆VP is the difference in perception due to the 

exitance of Parent and ∆HP is the difference in perception 

due to synergy among subsidiaries. The result is shown as 

point of coordinate for all the subsidiaries, which can be 

seen in the CSF-PC and PO-PC, refer to Figure 4. 

The subsidiary of food industry is in edge of heathland, 

travel, transport and hotel at ballast and logistic is at alien 

territory. This means that parent should be aware to 

handle all of its subsidiaries and special treatment need to 

be applied to logistic. 

 
Figure 5: The Position of each subsidiaries in 

Parenting Fit Assessment. 

Subsidiaries Perspectives Parent Perspectives

TV TR HT LG FD TV TR HT LG FD

Strategic Guidance 

and Support
3,03 2,50 2,09 2,98 0,00

Strategic Guidance 

and Support
3,28 3,15 3,30 3,00 2,91

Central Resources and 

Services
2,97 2,68 2,46 2,34 0,00

Central Resources and 

Services
2,35 2,41 2,44 2,05 2,29

Negative Influence -2,84 -3,35 -3,05 -2,94 0,00 Negative Influence -0,33 -1,03 -1,09 -1,07 -1,03

Overhead Costs -2,53 -3,06 -2,86 -2,47 0,00 Overhead Costs -0,52 -0,81 -0,81 -0,81 -0,81

0,32 -0,61 -0,68 -0,04 0,00 2,39 1,86 1,92 1,59 1,68

Sales and Mangerial 

Synergies
3,88 2,26 4,00 0,92 0,00

Sales and Mangerial 

Synergies
1,21 1,01 1,17 0,92 1,01

Operating Synergies 3,01 2,25 1,00 0,00 0,00 Operating Synergies 1,57 1,46 1,50 1,30 1,38

Resource Competition -1,00 -1,00 -3,10 -1,80 0,00 Resource Competition -0,57 -0,33 -0,50 -0,33 -0,47

Cost Complexity -1,00 -1,30 -1,85 -1,00 0,00 Cost Complexity -0,59 -0,62 -0,72 -0,64 -0,58

2,45 1,11 0,02 -0,94 0,00 0,81 0,76 0,73 0,62 0,67

2,76 0,49 -0,66 -0,99 0,00 3,19 2,62 2,64 2,21 2,35

∑ Value ∑ Value

Overall LoB Value Earned Overall LoB Value Earned

LoB Linkages 

[Horozontal]

Creating 

Value

LoB 

Linkages

Creating 

Value

Destroying 

Value

Destroying 

Value

Parent Value 

[Verical]

Creating 

Value
Parent 

Value

Creating 

Value

Destroying 

Value

PoF Section Sub-Section
Lob Perceptions

PoF Section

Destroying 

Value

∑ Value ∑ Value

Sub-Section
Lob Perceptions
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On the other hand, the DA and DD analysis can also be 

analyzed in moderate disparity responses in polar 

coordinate. Its moderate because it considers the parent 

perceptions as well as subsidiaries perception, refer to 

Figure 6. 

 

 
Figure 6: The profile of DA and DD 

 

The profile of DA at hotel, logistic and food are at positive 

angle, whereas travel and transport are negative. On the 

other hand, the DD of travel, transport, hotel and logistic 

are relatively not much difference, except at food 

business, its significantly high.  

 

5. DISCUSSION AND IMPLICATION OF THE 

STUDY 

 

The findings of present research indicate that parent 

decide strategy for its subsidiary to gain competitive 

advantage, but in real parent do not understand fully what 

subsidiary need to have competitive advantage. By doing 

so, parent is not creating value, but destroying value and 

as a whole parent lost its competitive advantage. The 

solution provided in this research start by understanding 

PC, which competence parent must influence its 

subsidiary. At the same time parent need to understand the 

CSF of its subsidiary. But parent should also need to be 

aware the opportunity to influence the subsidiary. Based 

on the evaluation from the parenting fit assessment, parent 

can act accordingly, such as: 

5.1. Heartland 

Subsidiary which is plotted at this zone knows well about 

parent characteristic and parent also know well about the 

CSF of the subsidiary. Normally most of the manager at 

the subsidiary are from parent and therefore parent has 

opportunity to influence. 

5.2. Edge of Heartland 

Parent must be selective to influence the subsidiary which 

is plotted at this zone. Not all characteristics 

(competencies) possessed by parent can meet the needs of 

food business. There are two options that can be done, 

namely (1) parent first learn about CSF in food business, 

then change their behavior and business strategy 

according to the needs, (2) parent conducts studies and 

observe when it is appropriate, when to intervene directly 

and when is more sensitive and selective to meet 

subsidiary needs. This guidance can be used to ensure 

value creation to food business. 

5.3. Ballast 

In the past parent was able to create value but currently 

parent does not have the potential to influence the activity 

of subsidiary. Normally it happens due to disruption in 

technology or new supports required in hospitality, which 

parent don’t have. Travel, transport, and hotel are plotted 

at this ballast zone. Even parent characteristic is fit with 

CSF of the subsidiaries, but the opportunity is mis-fit. 

Once parent has less opportunity to get involved in those 

subsidiaries, significant issue will arise. Subsidiaries will 

slowly conduct business as usual or routine. There is a 

chance that business growth slows down and productivity 

declines. Due to any significant changes to the business 

environment, and manger at travel, transport and hotel 

businesses need to anticipate and recover their businesses, 

unless this Ballast zone has potential to enter the Alien 

Territory zone. On the other hand, if managed well, this 

zone has also potential as a source of cash flow stability 

(cash cow) for parent. 

5.4. Value Trap 

Value trap is a zone where parent has opportunity to 

deliver its capability to provide value creation at 

subsidiary, but parent must aware that its characteristic is 

not fit with the required CSF of subsidiary. The case is 

similar with Unilever (mass products provider) acquire 

Calvin Klein or CK (nice market in perfume). As parent, 

Unilever don’t force CK to follow its promotion program, 

because CK has its unique way to promote its product. 

But Unilever conduct monitoring about financial 

performance of CK. 

5.5. Alien Territory 

Subsidiary which is plotted in this zone is the result of 

excessive business diversification in the past and often 

referred to as the “Pet Project of Senior Managers” But 

there are also other explanation, such as: (1) subsidiary 

still earns revenue/profit because there are still loyal 

customers, (2) parents are still under review to determine 

ways to improve subsidiary performance, because the 

business still has potential to grow, (3) management has 

made the decision to maintain it or often referred to as 

"Special Favorite of Top Management" 

 

6. CONCLUSION 

This study aimed to develop insights and capability for 

parent company to realize corporate advantage by 

managing the integration of resource, business, and 

organization of its subsidiaries. Parent must realize it 

characteristic (PC) and ensure its opportunity (PO) before 

intervening the activities at subsidiaries. Therefore, parent 

must understand the CSF of its subsidiaries.  

By grouping the fitness test among parent and its 

subsidiaries into five zones, parent get clear picture and 

idea how to manage its subsidiaries in such a way that all 

are creating value and prevent destroying value. Through 

perception analysis of DD and DA, parent acquire balance 

evaluation and enable value creation to all its subsidiaries 

simultaneously. 

The findings further indicate that parent should first be 

wise and realize about its resources and capabilities 
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before influencing or intervening the way how 

subsidiaries operate their businesses. 

 

7. LIMITATION AND FUTURE RESEARCH 

 

Although this research provided some useful insights 

about handling the performance of parent company and its 

subsidiaries, there are still additional approach which can 

be carried out for the future studies. First, the scope of 

business in parent portfolio involves affiliate companies, 

where parent should be aware of its minor share and 

satisfaction of governance requirements. Second, one of 

the subsidiaries is already go public and other one has 

Government share. Handling such potential difference of 

perception is quite challenging and parent must play wise 

in selecting proper strategic choices. Third, the results of 

parenting fit assessment is align with policy for each zone 

to ensure optimization of strategy that parent can 

establish. 
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Abstract 

In the case of higher education, quality assessment technique is one of the main themes that need to be assessed by a 

university for enhancing competitive advantages. Higher education needs to consist of a high range of integrity for attracting 

students in their direction. Rajasthan is one of the popular states in India which consists of the highest number of 

universities. Quality concerns in higher education are directly divided into some sections that include a range of technical 

integrity. This study includes a statewide analysis of the quality education for proceeding with the best outcome, Apart from 

that, quality management for the research has also been described in this context for proceeding with the best result. The 

growth of private universities has also been observed frequently in Rajasthan in a qualitative manner. GER or the gross 

enrollment ratio is also included in this context for quality assessment programs.  

Section of UGC pertaining to the issue involved in quality education has been described in this article for enhancing 

integrity. Accreditation of the private universities in Rajasthan has also been described in this context for proceeding with 

the best outcome. The national and international ranking of the private universities has been compared and contrasted under 

this article for measuring the quality assessment program. The key message for this article is about increasing the number of 

higher education in Rajasthan as well as in India for managing the current employment ratio. The article has managed data 

according to 2022 for understanding the current status of the quality of higher education in Rajasthan. 

 

Keywords 

Quality concern, Higher education, Private universities, Gross enrolment ratio, UGC, national and international ranking. 

 

Introduction 

Quality concern in higher education is directly dependent on 

the thinking and the learning perspectives for quality 

assessment for managing the best outcome. The role of UGC 

is also the topmost priority which needs to be managed as per 

the level of quality assessment in private universities. 

Inspection details and the role of the expert committee is 

another recommendation that decides the role of the quality 

check in a university. Complaints of submission as well as 

acceptance of complaints decide the quality assessment 

program of a university. Private universities of Rajasthan 

indicate that the quality concern program has been 

maintained by NAAC status of accreditation. The status of 

NAAC accreditation is directly dependent on the education 

environment of a university. Not only the Rajasthan but 

there are also some other universities that are investigated to 

construct a friendly learning environment that is beneficial 

for quality learning.  Some universities of Rajasthan are 

Amity University, Manipal universities that have managed 

themselves according to the terms and recommendations of 

NAAC which need to be understood for proceeding with the 

quality construction of the article. 

 

Higher Education in Rajasthan 

In recent times, investment in higher education is considered 

to be one of the main themes that need to be managed to an 

ample extent. Public interest is rising that resulting in the 

enhancement of the working ability in higher education. As 

per the view of Sahoo and Chakraborty (2018), the scientific 

manpower committee has invested a lot for this purpose for 

proceeding with expansion and quality improvement. On the 

contrary, Jain and Jain (2019), describes that the construction 

of multifarious generation in the commission is one of the 

main themes in this scenario.  

Gaining social mobility needs to be managed in the case of 

higher education for a good outcome. If a new student 

observes that the outcome of higher education is satisfactory 

then the student will move for more. Department of college 

education in Rajasthan has been enhanced in recent times but 

there is the inclusion of the private universities that have been 

observed throughout the study. Assessment of social farming 

is also related to the education system because, in the case of 

the lower levels of education, people tend to go into the field 

for cultivation (Nama and Choudhary, 2020). Apart from 

that, 40 colleges were established to an extent for enhancing 

quality improvement programs in this study.  

Management of existing government colleges in Rajsthan 

has focused on enhancing technical education which is one of 

the main themes in this scenario. One of the best examples for 

the technical universities are the 2021 educational year 

shows the establishment of MBM (Master of Business 

Management) universities which is situated in Jodhpur. 

This city is observed to deliver the best education that is 

needed for reinforcing the employment status to an ample 

extent.  
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Growth of Private Universities  

The growth of GDP and the current enhancement of technical 

education are observed to be the best in this scenario. 

Secondary and tertiary investment in the growth of education 

is facing a wide range of capital generation by which integrity 

is enhancing exponentially. Rajasthan has made a state-wide 

expenditure for increasing economic growth in the long run. 

Details of the complaint submission in the private 

universities of Rajasthan are72.22% under the UGC act. 

There are 52 universities in the Rajasthan that consists of 

both section A and section B. In the case of section, A, there 

are 3 universities in Rajasthan. Out of that 49 universities 

are excluded from Section 12 (B). According to the existing 

UGC Regulations 2019, it is necessary to have a PhD is must, 

for the appointment as Asst Professor. It will now be given 

effect only from 01st July 2023 in view of the Covid 

Pandemic. The Central Government of India, has accordingly 

given directions. 

As per the documentation of 2017, there are seven deemed 

universities in Rajasthan are as follows: 

Name of deemed 

universities 

Place  Description 

Birla institute of 

technology and 

sciences 

Pilani Higher 

education of 

these 

universities 

offers 

engineering and 

sciences to an 

ample extent. 

IIS University 

Jaipur This university 

is considered to 

be one of the 

best universities 

in the Rajasthan 

that conferred 

deemed status in 

the year 2009. 

Jain VishvaBharati 

University 

Ladnun This university 

is A graded and 

affiliated by 

NAAC, AICTE, 

BCI and 

MHRD. 

JanardanRai Nagar 

Rajasthan 

VidyapeethUniversity 

Udaipur This university 

is also a deemed 

university that is 

affiliated with 

CCH, NAAC, 

NCTE and BCI. 

It is one of the 

oldest 

universities in 

the Rajasthan 

and has made 

the status of 

deemed 

universities in 

the year 1987. 

LNM Institute of 

Information 

Technology 

Jaipur This university 

is the 

technological 

university of 

higher learning 

and provides a 

venture of the 

partnership 

between LNM 

foundation and 

the Government 

of Rajasthan. 

Institute of Advanced 

Studies in Education 

Sardarshahar This university 

is accredited as a 

B+ institute by 

NAAC. It is 

located in the 

Churu district 

of Rajasthan. 

BanasthaliVidyapith 

Vanasthali These 

universities are 

located in the 

Tonk district of 

Rajasthan and 

are considered to 

be deemed 

universities that 

provide 

secondary, a 

senior 

secondary level 

of education. 

The level of 

postgraduate has 

also been given 

by this 

university. 

Table 1: Deemed universities in Rajasthan 

Issues involved in Quality Higher Education  

Education at university relies on quality than that of the 

education environment. The government of Rajasthan has 

focused deeply on the 4 areas of an education facility, 

quality, delivery and employability. Innovation and skill 

development are still at the probationary level is the main 

problem in the educational framework in Rajasthan. 

According to the ideas of Kandpal et al. (2019), improvement 

of the online counselling website is the main theme that needs 

to be incorporated under the education system in Rajasthan 

for proceeding with the best result. As the counselling 
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website is beneficial then it can be said that the acquisition of 

students will be pure and more specific. The directorate of 

the secondary education of Rajasthan indicated that the 

problem is arising due to improper funding. In the case of 

remote areas, security-related issues are main that needs to 

be managed by the Government of Rajasthan. Development 

of the security websites is also main in this context that needs 

to bet met which is regarding the slow opening of websites. A 

website named „rajeducon.com‟ is considered to be one of 

the main websites that are linked with the development 

program of higher education. Exhaustion of the resource 

provided by the host is facing some complaints pertaining to 

the entry in the server.  

There are 26 universities that submitted complaints regarding 

the problem related to the server. Apart from that, a decline 

of humanities and foundational skill gaps are principal 

problems related to the quality of higher education. Division 

of faculty’s staff and unevenly distributed operations are also 

current issues regarding the problems related to education. 

NAAC accreditation status of multiple universities indicates 

that the number of male and female teachers is also an 

important aspect for deciding the potentiality of education. 

The increase of the enrolment status is 5.26 % but the growth 

rate failed from 7.18% to 5.26% in the financial year of 2021 

(Khan, 2022). Enrolment status in higher education in 

Rajasthan is high but the growth rate becomes reduced at the 

time of the 2020-2021 educational years.  

Quality Management parameters for the Research  

There are six quality assessment parameters that need to be 

covered for establishing integrity in the education system. 

These are as follows: 

1) Educational content 

Relevant teaching and learning material need to be assessed 

in this context which focuses on the basic literacy level and 

emphasizes sufficient numeracy skills. Maintenance 

curriculum also needs to meet that focuses on natural and 

international issues. Workplace conflict, gender equity 

knowledge need to be assessed to an ample extent.  

 

2) Teacher and teaching method 

Point of view of the teachers needs to be assessed based on 

the quality of education. As per the ideas of Bi et al. (2019), 

a traditional method of teaching need to be properly assessed 

in this scenario for the best result. It can provide the best 

result because it conveys in-depth knowledge related to a 

subject. Contrarily, the views of Subia (2018), shows that the 

collaborative model of the teacher is best fitted in this 

scenario. Students can only get succeed when the teacher 

motivated them by collaborative learning.  

3) Learning environment 

It is another important parameter that needs to be 

incorporated for proceeding with a proper learning outcome. 

Stereotyping is required to be avoided in this scenario for 

establishing integrity in the education system. Apart from 

that, the learning environment also needs to be equal for 

people with disabilities (Rodrigues et al. 2020). Many private 

universities of Rajasthan are trying to fix the problem related 

to the enhancement of the learning environment for the 

SEDB children.  

 

4) University management 

This is another quality assessment parameters that need to 

meet the guidelines the of the higher education construction 

(Norad, 2022). Equalities and respect between the principal 

and other assistant professors are the first and foremost 

crucial priorities that need to be addressed for understanding 

the management capacities of the universities.  

5) Funding and organization 

These are two important requisites for making all of the six 

key elements in this scenario. Funding is the national 

responsibility for an education that is beneficial in the case of 

higher education. Periodically constructed self-studies are 

crucial in this context which needs to meet.  

6) Precondition for pupils  

Experiences of the students need to be judged under the 

higher education system for addressing special challenges 

faced by them. Language efficiency and differentiation 

between own and university environment need to be 

addressed.  

7) Curricular Aspects 

Quality of an educational institution can be measured in 

terms of extracurricular activities organised along with 

learning practices. As opined by Geetanjali (2019), curricular 

aspects associated with an educational organisation help to 

motivate students and make the overall learning environment 

flexible.   

8) Innovative practices 

It is an important parameter for any higher level educational 

institutions to improve the expertise level of students. In 

accordance with Iyer (2018), quality innovation in education 

sector leads to improve the overall cognitive status of 

students. It is also coupled with developing research capacity 

of students along with upgrading their entrepreneurship 

skills.      

9) Advanced infrastructure and learning resources 

Infrastructural development leads to improvising academic 

resources for students to ensure overall quality enhancement. 

As stated by Naveed et al. (2020), infrastructural 

development includes technological improvement, providing 

better opportunity for interaction, technical support to 

students and maintaining ethical issues around educational 

environment.   

10) Research facilities 

Higher learning opportunities are beneficial to improve 

research capabilities of students associated with an 

educational organization. According to Jange (2022), 

facilities regarding research projects, internship and practical 

based master degree educational programme are beneficial 

for ensuring innovative research activities by students 

associated with higher studies. Inception of “Research 

Support Unit” is significant in this regard in case of higher 

education institutions.       

Section 10B UGC Grant  

Under section 10B UGC grant, universities have got 

statutory right for imparting education and award 

qualification in call courses of education. The Authority of 

law is recognized for all intents and purposes. Under this 

section, Mehrotra committee on teacher recruitment 

examinesthe structure of the education regarding the service 

of university and college teachers. Central assistance of the 



 
2nd International Conference on Science Technology and Management 
Bangkok |24

th 
& 25

th
, February 2022 

 

24
th

-25
th  

February 2022                                            ICSTM – 2022         

                

     Page | 219 
 

teacher education is another important aspect which is 

included for this purpose. Under this act, financial assistance 

can be received by the students who are pursuing a PhD in 

any subject. It can be understood from the current studies that 

all of the private universities have followed the norms of the 

universities in this context.  

Accreditations of private universities in Rajasthan  

As per the recommendation of the National Assessment and 

Accreditation council, quality education of India, as well as 

Rajasthan, has been maintained in all fields of research 

especially engineering, social sciences and management 

(Singh et al. 2021). The Council of the NAAC has given 

scores out of 4 and grades have also been calculated by them 

according to the score (NAAC, 2022). A list can be prepared 

as per the guidelines. The guidelines by NAAC and 

accreditation are as follows: 

Name of the 

university 

NAAC 

grade 

NAAC 

score 

Type 

Birla Institute of 

Technology and 

sciences 

A 3.45 Deemed 

Suresh Gain 

Vihar University 

A 3.01 State 

private 

Amity University 

of Rajasthan 

B++ 2.77 State 

private 

Jain Vishva 

Bharati Institute 

B+ 2.73 Deemed 

Jayoti 

VidyapithWomen 

University 

B+ 2.63 State 

private 

NIMS University 

B+ 2.54 State 

private 

Table 2: Accreditations of private universities in 

Rajasthan 

(Source: NAAC, 2022) 

Apart from the table, Jaipur National University is one of 

the principal universities in the Rajasthan which is 

accounted for the first university accredited for the 

comprehensive education. It has earned value after seven 

years of its establishment. Members of the association of the 

Indian universities are international tie-ups accredited by the 

American University of Accreditation council in this context 

(Ghatole and Dahikar, 2021). Therefore, the grade of the 

Universities is well reputed for proceeding with a quality 

higher education system.  

National rankings and the Role of private universities in 

Rajasthan  

NIRF ranking is one of the key decision criteria for taking 

admission in any institute. The national ranking system has 

the ability to help students and improve their ranking for 

proceeding with the best outcome. NIRF ranking is focused 

on the quantitative ranking whether NIRF is focused on the 

quantitative methodologies in this scenario (NK et al. 2018). 

The benefit of the student in the smaller class size is 

considered to be an important aspect that is more focused 

pertaining to the devoted curriculum (Selvanathan et al. 

2019). Banasthali Vidyapeeth of Rajasthan has taken some 

persuasive in this scenario which is supported by the own 

endowment funds and student tuition fees. Flexibility in the 

learning is beneficial in the case of private universities that 

run for not only provide benefit to the graduate but also they 

pay their loan at a faster rate.  

NIRF ranking of the private university indicates that Sir 

Padmapat Singhania University has ranked 95 by scoring 

48.20 in the educational year of 2016. The latest data of 2021 

indicate that Rajasthan has the highest number of 

universities but none of the state government universities has 

acquired rank in between the top 100 as per the ranking of 

NIRF (TNN, 2022). Fresh investment has been done in the 

educational year of 2021 and 113 new colleges have opened 

in this context. The ranking of universities are as follows:  

Institute Ranks 

BITS, Pilani 

29 

Banasthali Vidyapith 

66 

MNIT, Jaipur 

72 

Table 3: Ranking of universities in Rajasthan, 2021 

(Source: TNN, 2022) 
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International Rankings and Role of Private Universities in Rajasthan  

 
Figure 1: International rank of BITS, Rajasthan 

(Source: The World University Rankings, 2022) 

BITS’ rank is found as 801-1000 among the international 

educational institutions (The World University Rankings, 

2022). Whereas, as per QS world ranking; BITS ranks as 

1001-1200 in 2022 (QS World University Rankings, 2022). 

According to the university ranking of 2021, there are 71 

recognized private universities in Rajasthan which is popular 

for providing quality in higher education. Economic impact 

regarding higher education is considered to be one of the 

important concerns for making a good rank. As per the 

current ranking of universities, the Birla Institute of 

Technology and Sciences is the number one university in 

this state. From another perspective, the University of 

Rajasthan has a national rank of 50 and a world rank of 

1759. A regulatory body for the private universities becomes 

mooted by the state of higher education of Rajasthan. This 

regulatory body is observed to regulate the PhD, duration 

and teaching staff to form a cell for making a safe ground of 

interest. Considerable student activities become observed for 

this purpose which is the main theme for enhancing quality 

concerns of a university. An intense process of collaboration 

has been taken into consideration to measure the role of the 

private universities in Rajasthan.  

Curriculum development and work on the pedagogy is the 

principal part of the development of quality teaching. BITS 

strategic plan with a vision of 2020 has given birth to 

administration and campus life. A quality campus life can 

change the future perspective of an individual in the direction 

of success. Funding and the incorporation of the western 

culture is another aspect that is observed to be beneficial in 

this scenario. The quality concern of a university is 

dependent on the infrastructural framework of the University 

for proceeding with the best outcome. The top-ranked 

University of Rajasthan Birla Institute of Technology and 

Science is observed to be ranked between 801-1000th in 

world university rankings 2022 (TOI, 2022). The role of 

these universities is observed to be abundant in enhancing the 

attraction of participants all over the world.  

BITS Pilani - Model for obtaining Institution of 

Eminence  

Institutes of Eminence or IOE are considered to be a scheme 

of recognition for higher education institutes in India. As per 

the University Grant Commission, 2017, higher education 

institute in India encompasses twenty institutions all over, of 

which 11 of them is only selected for institutional eminence. 

There are multiple benefits of institutional eminence because 

they are free to design a transparent merit-based system for 

this purpose. Apart from that, foreign students can also get 

admitted under this model (IT, 2022). BITS Pilani has been 

considered being ranked high with both Governmental and 

private ranking agencies for the innovative process of 

development. Under the model of BITS Pilani, continuous 

development for enhancing the quality concern is another 

important aspect that is needed for managing student cohort. 

A cohort of students and managing pedagogical intervention 

is one of the important facets of this model that is helpful for 

e enhancing institutional ranking to an ample extent. 

“Managing intensive teaching workshop” is the pivotal part 

of this model that is needed for the continuous development 

of facilities, coupled with the cutting edge of the research 

(Krishnan and Deshpande, 2021). In order to do recognition 

of the high standard, this BITS Pilani has strived to uphold 

its quality, confirmed by the University grant commission. 

The creation of the teaching-learning centre has also been 

promoted under BITS Pilani, which is related to the actively 

seeking strategies. Culture and regency have been witnessed 

in Rajasthan that also boost the quality concern of higher 

education in this state. Benefits of this model become well 

established regarding academic and administrative 

autonomy. Research indicates that this university has 

complete administrative autonomy which provides freedom 

for entering into a framework for development.  

The growth path and future quality Management in 

Higher Education 
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In recent times, quality management concerns in the higher 

universities need to work on the self-studies by following 

some important objectives. As per the views of Berková et al. 

(2019), higher education needs to be focused on practical 

preparations of future entrepreneurs regarding their 

engagement in higher education. Catering to the financial 

sector is another important facet for enhancing quality. On 

the contrary, Galiya et al. (2018), suggests that vocational 

training incorporation in the university is also beneficial for 

enhancing the quality of a university. The development of 

pedagogical mastery in future higher education can also 

enhance the role of the professor in shaping the future of 

students. Current investigation indicates that the expansion 

of educational institutions relies on the enhancement of 

gross enrollment ratio or GER for increasing organizational 

practices.  

In Rajasthan, there are 12 Government universities and 51 

private, which offer various courses in higher education. 

Arts, science, commerce streams are incorporated with 

quality in the higher education system. It can be associated 

with informal Private-public partnership or PPP for the 

development of the infrastructure and other facilities to an 

ample extent. Rajasthan has strategically enhanced its 

engagement with the educational fairs and summits (DE, 

2022). It has helped it to brief out agenda to establish 

integrity in the higher education system. Multifarious 

training and practices have been incorporated under these 

practices such as YES or Youth employability skills in this 

scenario. No additional cost becomes incorporated for this 

purpose for promoting entrepreneurship among youth. Many 

departments of universities in Rajasthan have signed again 8 

MoUs in the year 2022 to assure quality education and assess 

employee playability to an ample extent. Rajasthan skill and 

Livelihood Development Corporation is found to train 

different employee skills to an ample extent. Therefore, the 

growth path of future quality management in higher 

education has been enhanced by the multifarious initiatives 

for this purpose.  

 

Conclusion 

Lack of funds and lack of quality faculty members is one of 

the main themes which need to be incorporated for enhancing 

quality concerns in higher education. Rajasthan is a state 

which has a reputation regarding the quality concern of 

higher education to an ample extent. All segments of 

educational processes, such as management, organization 

and interpersonal relations are an important concern for 

providing the foundation for equity in society. Appropriate 

skill development and general parity need to be incorporated 

with both students and professors for enhancing the 

competitive advantages in higher education. As per the view 

of NAAC, internal quality assurance cells need to be well 

incorporated for proceeding with the best outcome.  
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